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About this document

This document, with the z/VM: Performance Toolkit Guide, contains all information that is required for
using Performance Toolkit for z/VM. Performance Toolkit for z/VM was previously known as the VM/ESA
Full Screen Operator Console and Graphical Real Time Monitor, FCON/ESA, or FCON.

New users should read the introductory information in the z/VM: Performance Toolkit Guide first, then
return to this document for reference information about Performance Toolkit subcommands, screens, and
messages.

Note: The topic collections in z/VM: Performance Toolkit Reference and z/VM: Performance Toolkit Guide
do not contain information about z/VM Performance Data Pump. z/VM Performance Data Pump is licensed
with Performance Toolkit for z/VM but does not support, depend upon, or interact with Performance
Toolkit for z/VM in any way.

z/VM Performance Data Pump (Data Pump) converts machine-readable z/VM monitor and SFS data into a
generic text-based data stream. Modern tools can use the data stream to display real-time performance
dashboards, aggregate real-time data for long-term usage analysis, or integrate with existing enterprise
observability solutions.

For more information, see z/VM Performance Data Pump in z/VM: Performance and Data Pump Messages
in z/VM: Other Components Messages and Codes.

Intended Audience

This document is intended for use by system programmers and operators for performance analysis and
general system operation. People using the document are expected to have a good general knowledge of
z/VM.

Where to Find More Information

For more information about z/VM functions, see the documents listed in the “Bibliography” on page 1091.

Other manuals of the z/VM system reference library may be needed, especially for performance
monitoring. Please refer to the bibliography of your operating system for locating the appropriate
documentation.

Links to Other Documents and Websites

The PDF version of this document contains links to other documents and websites. A link from this
document to another document works only when both documents are in the same directory or database,
and a link to a website works only if you have access to the Internet. A document link is to a specific
edition. If a new edition of a linked document has been published since the publication of this document,
the linked document might not be the latest edition.

© Copyright IBM Corp. 2003, 2024 XXVii
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How to provide feedback to IBM

We welcome any feedback that you have, including comments on the clarity, accuracy, or completeness of
the information. See How to send feedback to IBM for additional information.
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Summary of Changes for z/VM: Performance Toolkit
Reference

This information includes terminology, maintenance, and editorial changes. Technical changes or
additions to the text and illustrations for the current edition are indicated by a vertical line (]) to the
left of the change.

SC24-6303-74, z/VM 7.4 (September 2024)

This edition supports the general availability of z/VM 7.4. Note that the publication number suffix (-74)
indicates the z/VM release to which this edition applies.

Miscellaneous updates for z/VM 7.4

The following topics are updated:

« “FCX195, Extended History Data Log Screen — REDHIST” on page 609

« “FCX300, Dispatch Vector Configuration Change Log Screen — DSVCLOG” on page 816
« “FCX303, DSVBK Steals per Processor Log Screen — DSVSLOG” on page 822

« “FCX304, Processor Log Screen — PRCLOG” on page 825

 “Performance Variables of Trend Records X'FC01' on page 989

 “Performance Variables of Trend Records X'FC02" on page 1014

SC24-6303-73, z/VM 7.3 (September 2023)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.3.

[VM66678, VM66709] Warning Track Interruption Facility

With the PTFs for APARs VM66678 (CP) and VM66709 (Performance Toolkit), z/VM 7.3 exploits a feature
of Processor Resource/Systems Manager (PR/SM) called the warning-track-interruption facility. z/\VV\M's
exploitation of this facility helps improve guest response time and overall performance of workloads that
are run on vertical-low or vertical-medium logical processors.

SC24-6303-73, z/VM 7.3 (August 2023)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.3.

[VM66687] z/VM Performance Data Pump

With the PTF for APAR VM66687, z/VM 7.3 supports z/VM Performance Data Pump. z/VM Performance
Data Pump (Data Pump) converts machine-readable z/VM monitor and SFS data into a generic text-based
data stream. Modern tools can use the data stream to display real-time performance dashboards,
aggregate real-time data for long-term usage analysis, or integrate with existing enterprise observability
solutions.

z/VM Performance Data Pump is licensed with Performance Toolkit for z/VM but does not support, depend
upon, or interact with Performance Toolkit for z/VM in any way.

For more information, see z/VM Performance Data Pump in z/VM: Performance and Data Pump Messages
in z/VM: Other Components Messages and Codes.
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Miscellaneous updates for August 2023
The following section is updated:

« “FCX109, CP-Owned Device Screen — DEVICE CPOWNED” on page 416

SC24-6303-73, z/VM 7.3 (September 2022)

This edition supports the general availability of z/VM 7.3. Note that the publication number suffix (-73)
indicates the z/VM release to which this edition applies.

Miscellaneous updates for z/VM 7.3
The following sections are updated:

« “FCX236, Processor Load and Configuration Logs Menu — PROCMENU” on page 701
« “FCX249, SCSI Device — SCSI” on page 721

S$SC24-6303-05, z/VM 7.2 (May 2022)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

Miscellaneous updates for May 2022

References to IBM Z° Application Assist Processor (zAAP), which is not supported on IBM z13 and later
models, are removed. The following performance data report descriptions are updated:

« “FCX100, CPU Load and Transactions — CPU” on page 371

« “FCX114, User Wait States Screen — USTAT/USTATG” on page 438

« “FCX115, User Resource Details — USER userid” on page 443

« “FCX126, LPAR Load Screen — LPAR” on page 472

« “FCX135, User Wait State Log Screen — USTLOG” on page 491

« “FCX144, Processor Log Screen — PROCLOG” on page 504

« “FCX154, System Settings Screen — SYSSET” on page 526

« “FCX180, System Configuration — SYSCONF” on page 577

« “FCX202, LPAR Load Log — LPARLOG” on page 632

« “FCX226, User Configuration — UCONF” on page 679

« “FCX287, System Topology Machine Organization Screen — TOPOLOG” on page 792
« “FCX288, Multiprocessor User Activity Log Screen — USRMPLOG” on page 794

« “FCX298, Logical Core Organization Log Screen — PUORGLOG” on page 811

« “FCX299, Processor Unit (Core and Threads) Configuration Log Screen — PUCFGLOG” on page 813
« “FCX300, Dispatch Vector Configuration Change Log Screen — DSVCLOG” on page 816
« “FCX301, Dispatch Vector Activity Screen — DSVBKACT” on page 818

« “FCX302, Real Core Utilization Log Screen — PHYSLOG” on page 820

« “FCX303, DSVBK Steals per Processor Log Screen — DSVSLOG” on page 822

« “FCX304, Processor Log Screen — PRCLOG” on page 825

« “FCX306, Logical Partition Share Screen — LSHARACT” on page 829

« “FCX315, Multiprocessor User Wait States Log Screen — USTMPLOG” on page 845

« “FCX331, SMT Metrics Per Core Type Log Screen - MTCTYPLG” on page 871

« “FCX332, SMT Metrics Per Core Log Screen — MTCORELG” on page 873
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SC24-6303-05, z/VM 7.2 (July 2021)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

Performance Toolkit Support for Dynamic Memory Downgrade

With the PTF for APAR VM66285, Performance Toolkit for z/VM provides support for CP dynamic memory
downgrade, which enables dynamic reconfiguration of permanent and reconfigurable memory. This
support updates existing Performance Toolkit reports to include:

« The amount of current configured permanent memory

« The amount of current configured reconfigurable memory

« The storage increment size

« The PAGING warning threshold

- Additional system status entries that indicate dynamic changes to the system memory configuration
The following performance data reports, their descriptions, or both, are updated:

« “FCX103, Storage Utilization - STORAGE” on page 392 (updates include the removal of the Total DPA
size field)

« “FCX180, System Configuration — SYSCONF” on page 577

SC24-6303-04, z/VM 7.2 (March 2021)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

Performance Toolkit Support for z/XC-Mode Virtual Machines

With the PTF for APAR VM66489, Performance Toolkit for z/VM can detect when a virtual machine
is operating in z/Architecture mode or z/Architecture Extended Configuration (z/XC) mode. When
z/Architecture mode or z/XC mode is detected, it is identified appropriately in reports that include a
field identifying the architecture mode in which a virtual machine is running.

The following performance data reports, their descriptions, or both, are updated:
« “FCX112, User Resource Usage — USER” on page 431

« “FCX115, User Resource Details — USER userid” on page 443

« “FCX162, User Resource Usage Log — USERLOG userid” on page 542

« “FCX226, User Configuration — UCONF” on page 679

SC24-6303-03, z/VM 7.2 (December 2020)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

Performance Toolkit Support for Simultaneous Multithreading (SMT)

With the PTF for APAR VM66215, z/VM provides new reports within the Performance Toolkit feature in
support of SMT. New reports display SMT metrics for each core in a partition and for each core type.
Reports also display the three views of user processor time: raw time, MT-1 equivalent time, and prorated
core time. These reports provide assistance in understanding processor usage and efficiency.

The following commands are new:

« “MTCORELG” on page 238
« “MTCTYPLG” on page 239
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« “USRPRCTM” on page 349
« “USRTMLOG” on page 350

The following command description is updated:
« “FCONTROL BENCHMRK” on page 15

The following performance data reports are new:

« “FCX331, SMT Metrics Per Core Type Log Screen — MTCTYPLG” on page 871
« “FCX332, SMT Metrics Per Core Log Screen — MTCORELG” on page 873

« “FCX333, User Processor Time Screen — USRPRCTM” on page 875

« “FCX334, User Processor Time Log Screen — USRTMLOG” on page 877

The following performance data reports, their descriptions, or both, are updated:

« “FCX124, Performance Data Selection Menu Screen — MONITOR, MENU” on page 471
« “FCX154, System Settings Screen — SYSSET” on page 526

« “FCX173, Benchmark Log Selection Menu Screen — BENCHMRK” on page 558

« “FCX180, System Configuration — SYSCONF” on page 577

« “FCX234, Processor/Core Configuration Log Screen — PROCCONF” on page 697

« “FCX236, Processor Load and Configuration Logs Menu — PROCMENU” on page 701

« “FCX325, CPU Activity Selection Menu Screen — CPUMENU” on page 858

The following messages are new:

« “FCXxxx812I” on page 953
« “FCXxxx813I” on page 954

Miscellaneous updates for December 2020

The following performance data report descriptions are updated:

« “FCX272, ISFC End Point Configuration Screen — ISFECONF” on page 761

« “FCX275, ISFC Logical Link Configuration Screen — ISFLCONF” on page 768
« “FCX276, SSI Configuration Screen — SSICONF” on page 770

« “FCX302, Real Core Utilization Log Screen — PHYSLOG” on page 820

« “FCX303, DSVBK Steals per Processor Log Screen — DSVSLOG” on page 822
« “FCX304, Processor Log Screen — PRCLOG” on page 825

SC24-6303-02, z/VM 7.2 (September 2020)

This edition includes changes to support the general availability of z/VM 7.2.

Miscellaneous updates for z/VM 7.2

The following sections are updated:

e “FCONTROL LIMIT” on page 42

« “Interval” on page 367

- “FCX109, CP-Owned Device Screen — DEVICE CPOWNED” on page 416
« “FCX114, User Wait States Screen — USTAT/USTATG” on page 438

« “FCX115, User Resource Details — USER userid” on page 443

« “FCX126, LPAR Load Screen — LPAR” on page 472

« “FCX135, User Wait State Log Screen — USTLOG” on page 491
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“FCX144, Processor Log Screen — PROCLOG” on page 504

“FCX176, Cached Control Units Screen — CTLUNIT” on page 566

“FCX177, Cache Extended Functions Screen — CACHEXT” on page 569

“FCX187, User-Defined Performance Data Logs Screen — FC DEFLOG” on page 594

“FCX195, Extended History Data Log Screen — REDHIST” on page 609

“FCX213, User-Defined Displays Selection Menu Screen — UDEFMENU” on page 654

“FCX226, User Configuration — UCONF” on page 679

“FCX234, Processor/Core Configuration Log Screen — PROCCONF” on page 697

“FCX235, LPAR Configuration Log Screen — LPARCONF” on page 699

“FCX251, QDIO Activity Screen — QDIO” on page 723

“FCX301, Dispatch Vector Activity Screen — DSVBKACT” on page 818

“FCX302, Real Core Utilization Log Screen — PHYSLOG” on page 820

“FCX304, Processor Log Screen — PRCLOG” on page 825

“FCX306, Logical Partition Share Screen — LSHARACT” on page 829

“FCX315, Multiprocessor User Wait States Log Screen — USTMPLOG” on page 845
“FCX317, Global Networking Object Activity Screen — GLONACT” on page 849
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Chapter 1. Performance Toolkit Subcommands

There are subcommands which can be entered and executed in basic control mode, re-display mode and
performance monitor mode. Some subcommands are meaningful in multiple modes and some are only
meaningful in one specific mode.

The subcommands are entered on the command line of Performance Toolkit like any CP or CMS
command, but they are not re-displayed in the output area, nor are they included in the log file of
Performance Toolkit.

Be aware that subcommands executed over a remote connection to the PERFSVM machine will be
executed on the PERFSVM machine itself and not on the remote user's machine.

Entering Performance Toolkit Subcommands from EXECs or CMS
Programs

Most Performance Toolkit subcommands can be executed from within CMS programs or EXEC procedures.
The interface built into Performance Toolkit for executing commands will trap the CMS command
'FCONCMD' and pass its arguments on for execution by the Performance Toolkit command handling
subroutines.

Two methods are supported:

« Delayed execution of the Performance Toolkit subcommand: Execution of the command string FCONCMD
FCSTACK subcmd argl arg2 arg3 ...

will cause the subcommand and its arguments to be stacked in the command queue, and to be
executed sequentially (first-in / first-out) like any other command entered from the command line.
Execution of stacked commands will start only when the current CMS command or EXEC has ended.
Most commands can be submitted and correctly executed in this way.

Exception: commands which generate GDDM graphics may execute, but the program will require
manual intervention (QUIT-function) to end the graphics program.

« Immediate execution of the Performance Toolkit subcommand: Execution of the command FCONCMD
subcmd argl arg2 arg3 ...

will cause immediate execution of the subcommand specified. In many cases this is what is desired
(e.g. changing the screen update mode from 'UPDTCMS IMMED' to 'UPDTCMS DELAYED' in a procedure
which will use full screen displays). In other cases it will not produce the desired results because:

1. The corresponding subcommand set a flag which would cause execution of the command (e.g.
selection of a specific performance display) when the program is looking for more work, or

2. Subsequent subcommands entered with the FCONCMD interface may reset such a flag before the
previous command has actually been executed.

Use of the 'FCONCMD FCSTACK' format for delayed execution is the preferred method.

Return Codes

The return code from the FCONCMD module does not indicate problems with the actual Performance
Toolkit subcommand execution. The possible return codes and their meaning are:
-3

Can indicate either of the following;:

« FCONCMD module not found, or

« FCONCMD module called natively, i.e. not running under control of Performance Toolkit, or a
mismatch of the FCONCMD and PERFKIT module levels.
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Checking the return code for FCONCMD is a simple way of verifying whether an EXEC procedure
does, or does not, run under Performance Toolkit.

This is the usual return code you will see when the FCONCMD module is executed under control of
Performance Toolkit, regardless of the success of the subcommand execution.

>0
Any positive return code is the number of the PROCESS entry just created by means of an 'FC

PROCESS .. command, i.e. such a return code should never be the result of executing any other
subcommand.

You may need the PROCESS entry number when coding automated procedures that have to
dynamically define and delete PROCESS entries. This number is required for deleting a specific entry
again by means of the 'DELETE' argument of the 'FC PROCESS ..' subcommand.
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General Subcommands

Asterisk '*'

Purpose

The asterisk indicates that the subcommand entered is to be treated as a comment.

Format

»w— * — data >«

Usage

The 'command' will be passed to CP and included in the basic mode display when entered in either basic
mode or redisplay mode; it will simply be ignored when entered in any other mode.
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Equal sign '='

Purpose

The 'equal’ sign indicates that the last subcommand entered should be re-executed.

Format

»— =

Parameters

No parameters are allowed or tested for.
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Question mark '?"

Purpose

The question mark retrieves the most recently entered subcommands from an internal command buffer
where all subcommands entered (except '?' and '=") are stacked. Entering '?' for the first time retrieves the
last subcommand entered from the command buffer.

Format

»— ? >a

Parameters

No parameters are allowed or tested for.
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BASIC

Purpose

The BASIC subcommand forces an immediate return to Performance Toolkit 'basic' mode, regardless of
the current operating mode.

Format

»— BASic >«

Parameters

No parameters are allowed or tested for.
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CANCEL

Purpose

The CANCEL subcommand forces an immediate exit from Performance Toolkit, regardless of the current
operating mode.

Format

»— CANCEL >«

Parameters

No parameters are allowed or tested for.
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HELP

Purpose

The HELP subcommand activates CMS HELP for the Performance Toolkit. Specific HELP information can
be selected by additional arguments.

For calling the general CMS HELP facility, you will have to enter the subcommand 'CMS HELP .... .... g

Format

»— HElp —~——— PERFKIT ———— <«

f———— 5555§§ ——M8M

M————— Fields ——

— Msg
L FCXxxxnnnx J

Parameters

PERFKIT
Selects an initial HELP menu for Performance Toolkit. The same information is shown if the command
is entered without any additional arguments, or if HELP mode is entered by pressing PF1.

SSSSSS
Is any Performance Toolkit subcommand for which HELP information is displayed. In the case of the
subcommand 'FCONTROL' you can enter an additional argument to select the corresponding HELP
text.

Example: To display HELP information for the '‘FCONTROL PROCESS' subcommand, enter the
subcommand:

HELP FC PROCESS

When different subcommand descriptions are available for different modes, HELP text corresponding
to the current Performance Toolkit mode will be shown if available, otherwise the search order

1. Basic mode HELP text
2. Redisplay mode HELP text
3. Performance monitor mode HELP text

will be used for locating the appropriate HELP information.

Fields
Specifies that HELP information for performance monitor fields is to be shown. The information shown
depends on the current status of the screen:

- If a performance monitor screen is being displayed for which HELP information is available, the field
descriptions for the selected screen will be shown.

« A HELP menu with a selection of all available field descriptions will be shown in all other cases
(screen not in performance monitor mode, or no specific HELP information available for the selected
performance display).

Msg {FCXxxxnnnx}
Specifies that HELP information for a message is to be shown, where FCXxxxnnnx is the message
prefix. If the message prefix FCXxxxnnnx is specified, the corresponding HELP text will be shown.
When 'Msg' is selected without a message prefix, the data shown depends on the current status of the
screen:
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- If a Performance Toolkit message is shown in the message area while the subcommand 'HELP MSG'
is entered, HELP information for that message will be selected.

- If the message area is empty, a general instruction will be shown which explains how to select HELP
information for a specific message.
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FCONTROL

Purpose

The FCONTROL subcommand allows tailoring of many Performance Toolkit functions for specific uses. All
remaining general subcommands are different arguments of this command.
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Format

»— FControl —s

M—— AUTORefr —
M— BENCHmrk —]
M COlo(u)r —
M DEFLog —
M— DEFScrn —
M DEVGROUP —
M DUMPid —
M— EMergenc —
M— FCXLevel —
M— FORCeusr —
M— GDDMspec —
HMA

—— ACtmsg ——>«

LImit

M—— MAINTid —
M MAxrec —
M— MINPaths —]
M——> MOdel —
M— MONCAche —
M— MONCcoll —
M— MSGClear —
M—— MSGWait —
M— NUmbers —]
M——— PFkey —
M— PRocess —]
M RELoad —
M— RMTlines —

SCroll

M—— SEarch —
M— SECuser —
M— SETEvent —
M SETtings —
M— TIMStamp —
M UCLass —
M— UPdtcms —]
M— UPDTScrn —
M— USerbotl —]
M— USERHdr —
M— USERVar —

“—— USRlimit —~
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Usage
1. Because most of these FCONTROL subcommands have many options, the full command format will be
shown only in the detailed description of the subcommand.

2. Usually you will not see a reply to acknowledge receipt of FCONTROL subcommands (except in the
case of QUERY options). The absence of an error message indicates that the command was correct and

that it has been executed.

12 z/VM: 7.4 Performance Toolkit Reference



FCONTROL ACTMSG

Purpose

The FCONTROL ACTMSG subcommand specifies the number of action messages (line type CPAMSG) that
are to be left pending at the top of the screen while the virtual machine running Performance Toolkit is
logged on to a display terminal. Action messages will be scrolled only while their number exceeds the
value defined with the ACTMSG subcommand. ACTMSG is initialized to a value of ten.

Format

Query
»— FControl — ACtmsg — n1 uw

Parameters

ni
Specifies the number of action messages that are not to be scrolled. Minimum is 0 and the maximum
is 99 (will keep all action messages on any screen).

Query
Inserts and displays the current value of ACTMSG on the command line. QUERY is the default.

Usage

1. The ACTMSG setting will be ignored while the virtual machine running Performance Toolkit is in
disconnected state if the logical display would otherwise become locked.

This change in the scrolling logic is implemented in order to prevent a lock-up of the (disconnected)
logical display which could lead to an abend due to storage constraints when none of the new output
lines can be unstacked and inserted into the basic mode display.
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FCONTROL AUTOREFR

Purpose

The FCONTROL AUTOREFR subcommand specifies whether the display should be updated automatically
in an APPC/VM remote performance retrieval session. The initial default operation mode is to not refresh
the screen automatically.

Format

Query
»— FControl — AUTORefr % ON }N
OFF

Parameters

ON
Indicates that autorefresh mode is to be activated for this client machine. The refresh interval will
automatically be set to the server's data collect interval, i.e. it may vary, depending on the server you
connect to.

OFF
Indicates that autorefresh mode is to be dectivated.

Query
Inserts and displays the current AUTOREFR setting on the command line. QUERY is the default.
Usage

1. The command is to be entered in the client virtual machine that wants to activate auto refresh mode.

2. The string (A) will be appended to the system identifier in the top right hand corner of remote
performance data displays for APPC/VM sessions while autorefresh mode is active.
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FCONTROL BENCHMRK

Purpose

The FCONTROL BENCHMRK subcommand defines any I/O devices, users, ISFC end points, ISFC logical
links, or PCI functions that are to be "benchmarked", that is, for which individual "per sample" logs are to
be created. Creating such logs will help in the detailed analysis of the behavior of a specific object.

Format

»— FControl — BENCHmrk —»

Query
f |

A 4

>4

DEvice — nnnn

USer — userid FILe — hh:mm ﬁ— hh:mm
TO

EPoint — epoint
OFF

LLink — partner

PCifunc — pcifid

- OFF J

Parameters

Query
Displays the list of currently-benchmarked objects and their properties. This is the default if no
arguments are entered with the subcommand.

DEvice nnnn
Defines the device number (nnnn) of an I/O device that is to be benchmarked.

FILe
Lets the benchmarking data be written to volatile in-storage logs and to disk files during the specified
period.

hh:mm
Are the start and end times respectively of the period during which disk logs are to be created.
The time must be entered in exactly this format, that is, two digits each for hours and minutes,
separated by a colon.

USer userid
Defines the user identification (userid) of a virtual machine that is to be benchmarked.

EPoint epoint
Defines the ISFC end point number that is to be benchmarked, in hexadecimal. Leading zeroes can be
omitted.

LLink partner
Defines the name of a ISFC logical link that is to be benchmarked.

PCifunc pcifid
Defines the PCI function ID that is to be benchmarked, in hexadecimal. Leading zeroes can be
omitted.

OFF
Disables benchmarking for the specified object, or for all objects already benchmarked if FC
BENCHMRK OFF is used.
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Usage
1. The following files can be created:

I/0 device files:

devno CACHDLG
For the CACHDLOG

devno CACHELG
For the CACHELOG

devno CPOWNLG
For the CPOWNLOG

devno DEVLOG
For the DEVLOG

devno HPFLOG
For the HPFLOG

devno QDIOLOG
For the QDIOLOG

devno QEBSMLG
For the QEBSMLOG

devno SCSILOG
For the SCSILOG

devno SEEKDLG
For the SEEKDLOG

devno SEEKLLG
For the SEEKLLOG

devno VOLLOG
For the VOLLOG

User files:

userid LXCPULG
For the LXCPULOG

userid LXMEMLG
For the LXMEMLOG

userid LXNETLG
For the LXNETLOG

userid MTUSRLG
For the MTUSRLOG

userid UCOMMLG
For the UCOMMLOG

userid UPACTLG
For the UPGACTLG

userid UPAGELG
For the UPAGELOG

userid UPUTLLG
For the UPGUTLLG

userid UQDIOLG
For the UQDIOLOG

userid URESPLG
For the URESPLOG

userid USERLOG
For the USERLOG
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userid USRMPLG
For the USRMPLOG

userid USRTMLG
For the USRTMLOG

userid USTATLG
For the USTATLOG

userid USTMPLG
For the USTMPLOG

userid UTRANLG
For the UTRANLOG

ISFC end point files:

epoint ISFELOG
For the ISFELOG

ISFC logical link files:

partner ISFLLOG
For the ISFLLOG

PCI function files:

pcifid PCIFLOG
For the PCILOG (Format 0)

pcifid PCIF1LG
For the PCILOG (Format 1)

pcifid PCIF2LG
For the PCILOG (Format 2)

pcifid PCIF3LG
For the PCILOG (Format 3)

. Up to three log generations will automatically be kept, with a "1" or "2" suffix for previous days' logs as
for the console and the detailed performance history log.
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FCONTROL COLOR

Purpose

This subcommand allows specification of extended color and highlighting to be used for all the different
fields displayed by Performance Toolkit. The subcommand can be entered on any screen, but the
extended color and highlighting will be used only on terminals with the appropriate support (for example:
3279 for color and highlighting, 3290 for extended highlighting only).

Format

(— Query j (— Default j J_ NONe
»— FControl T COlor T— CPAmsg BLUe BLInk
COlour —— CPEmsg — RED hREVVIdeO

PINk

— CPImsg — UNDerlin

—— CPMsg —
— CPMSGN —

M CPOut —

M GREen —
M TURquois —

M— YELlow —

__ CPScif — WHIte

—— CPWng —
—— VMOut —
—— ARRow —
— BOTLIne —
— ERRmsg —
M—— INArea —
M INRedisp —
M NUMbers —]
M—— TOFeof —
M— TOPdate —]
M— TOPScrl —
M— TOPSEcu —

~— TOPSTat —

E NORmal 3
HIGh

Notes:

Parameters

Query
Displays the current color settings for all fields. This is also the default if no field name is entered.

fieldname
If not 'Query’

CP output line definitions:
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CPAmsg
CP message line that is treated as a Performance Toolkit action message (i.e. contains preceding
carriage return characters)

See the "Action Messages" section in the "General System Operation" chapter of the z/VM:
Performance Toolkit Guide for more information.

CPEmsg
CP error message (EMSG)

CPImsg
CP information message (IMSQ)

CPMsg

CP message (MSG)
CPMSGN

CP noheader message

CPOut
CP command output line

CPScif

Output line from another machine which we received via the Single Console Image Facility (SCIF)
CPWng

CP warning

VMOut
Output line generated by the virtual machine (e.g. CMS)

Performance Toolkit field definitions:

ARRow

The command pointer
BOTLIne

Bottom line of the display
ERRmsg

Performance Toolkit error messages
INArea

Command input area
INRedisp

CP and CMS commands redisplayed in the general display area
NUMbers

The line numbers of Performance Toolkit on the left side of the display area (inserted only if numbers
have been set on, see “FCONTROL NUMBERS” on page 65).

TOFeof
Top-of-file and end-of-file indicators shown at the beginning and end of the console log of
Performance Toolkit in re-display mode

TOPdate
The date field on the left of the top line

TOPScrl
Active scrolling information displayed in the center part of the top line

TOPSEcu
Secondary user information (or Performance Toolkit header) displayed in the canter part of the top
line

TOPSTat
Screen mode field (‘'RE-DISPLAY' or 'PERF. MONITOR') displayed on the right of the top line when not
in basic mode
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The next two parameters are the extended highlighting you want to select and the color. It does not
matter which is entered first.

Color Specification:

DEFAULT
The default colors of Performance Toolkit are to be used. Color will be blue for the following
fields: CPOUT, VMOUT, CPEMSG, CPIMSG, CPSCIF, TOPDATE, and NUMBERS. All other fields will be
displayed in white. On 3270 and 3278 type displays the 'white' fields will be highlighted while the
'blue’ fields will be displayed with normal intensity.

BLUe, RED, PINk, GREen, TURquois, YELlow and WHIte
(When specified) are the colors that should be used instead of the default ones.

Highlighting:
NONe
No extended highlighting (the default)
BLInk
Line should be blinking
REVvideo
Reverse video

UNDerlin
Complete line is to be underlined

The following two arguments apply only to screens without extended highlighting support. They can also
be entered from screens with extended highlighting support, but the changed values will not become
active.

NORmal
Normal intensity

HIGh
High intensity

Usage

1. The first parameter is the name of the field whose attributes you want to specify. Please note that
default values for both highlighting and color will be set once a valid field name has been entered.
These default values will become active unless they are replaced by valid color and/or highlighting
definitions in the same command.
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FCONTROL DEFLOG

Purpose

The FCONTROL DEFLOG subcommand allows defining your own 'by time' performance data logs, to
be built from parts of standard performance displays and user-defined text. It causes a User Defined
Performance Data Logs Screen (FCX187) to be displayed.

Format

Query

»d

»— FControl — DEFLog J 1 >«
Query
Lot ]

name

M DESC — any free_form_text —
OFF

\—| Data Field Definition I—J

1 Disk File Definition |——

Header Definition
H1 — any_free_form_text
H2 — any _free_form_text
H3 — any_free_form_text
Data Field Definition
»— COLumn — n1 — LENgth — n2 — COPY — screen —| Parms 1 |—| Parms 2 |—><

Parms 1
» LAST <
M————LNE—n3 ——
“— LOCate — "xxxx' — ATCol — ¢3 —
Parms 2
»— COLumn — n4 >«
L NAME — hdrname J

Disk File Defintion

I
»— FllLe T hh:mm hh:mm 7—»4
OFF

Parameters

Query
Displays the names of all user defined logs. This is also the default action if no screen name is

entered.

name
Defines the name of the new display which is also the command you will have to enter for selecting it
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Query
Lets the definitions of the selected user defined log be displayed. This is also the default action if no
further arguments are entered.

DESC

The log description, where any_freeform_text will be used to describe the log in the UDEFMENU.
OFF

Deletes the definitions for the selected user defined log.
H1/H2/H3

Indicate that header lines number 1, 2 or 3 respectively are to be defined, where any_freeform_text
stands for the text that is to be inserted.

COLumn n1
Specifies the leftmost column of the field in the new performance log name where the information is
to be placed which is defined by the remaining arguments

LENgth n2
Defines the length of the field in the new performance log

COPY screen
Defines the name of the standard performance display from which lines are to be copied

'Standard' refers here to one of the general displays which can be selected by entering a single
command, without additional arguments, i.e. you cannot specify any of the 'detailed' displays with
data for specific users or I/O devices.

Special case: Use the argument CPOWNED to specify the CP owned device display as input.

Source Line Specification:

LAST
Indicates that the last line of the source display is to be copied from. Copying from the last line is
usually a requirement when using any of the 'by time' log displays as input, where the most recent
data fields are always found in the last line.

LINE n3

Defines a fixed line in the 'source’ display where the source field is located
LOCate xxxx' ATCol n3

Can be used to locate the source line on displays with variable output format.

"xxxx'
Is a string which is to be searched for. It must be enclosed in single quotes and can have a maximum
length of eight characters.

ATCol c3
Defines the column ¢3 where the string ‘xxxx'is to be looked for. These arguments are mandatory in
order to reduce the overhead required for locating a line.

Note that the column number c3 refers to the string's position in the internal output buffer. The column
number seen on the display must be incremented for each display attribute found to the left of the
string: Attributes take up two bytes in the buffer, but only one position on the actual display.

Source Column and Optional Header Information:

COLumn n4
Defines the leftmost column on the selected line in the 'source' display from where on data are to be
copied, for length n2

NAME hdrname
Defines an optional character string which, when defined, will be inserted in header line 3 above the
columns containing the data fields defined by the command.

The string:

« Must not contain blanks (a blank will be assumed to indicate the end of the string)
« Will be right-adjusted if it is shorter than the length n2 defined for the field
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« Will be truncated to the field length n2 if it is longer.
Output File on Disk:

FILe

Lets the benchmarking data be written not only to volatile in-storage logs but also to disk files during

the specified period.

hh:mm
Are the start and end times respectively of the period during which disk logs are to be created. The
time must be entered in exactly this format, i.e. two digits each for hours and minutes, separated
by a colon.

OFF
Deactivates logging to disk file.

The file name of the disk file will be the name of the user defined log, and the file type is always
UDEFLOG

Up to three log generations will automatically be kept, with a '1' or '2' suffix for previous days' logs as
for the console and the detailed performance history log.

Usage

1. The first ten columns are reserved for the time stamp with the sample interval end time; they cannot
be overwritten by performance data fields.

2. The number of field definitions for any single user-defined performance log is limited to 20.

3. The maximum width of the new log is 132 characters. Field definitions extending beyond this width
cannot be accepted.

4. The source data may contain display attributes for highlighting specific fields. These are 2-byte strings
which end up taking only one position on the output screen.

While the DEFLOG logic should compensate for attribute strings on columns preceding the string you
want to copy, you may copy:

« Only the second part of such a string if the 'source' display column you specified is just one position
too low (this second part may appear as one of the characters '-' or 'Y', or as another strange
character)

« Part of a trailing attribute string if the field length you specified was a bit too long

- Less of the actual data than expected if the field length specified spans two or more fields, with
intervening attribute strings (the two bytes of each attribute must be accounted for in your 'length'
definition even though each attribute will take up only the space of one character in the final display).

5. Set your field definitions so that only the actual data fields are copied, or, if you intend to copy the
attribute(s) too, remember to take into account the additional data length to be copied (one additional
byte per attribute).

6. In the resulting screen, keep in mind the following notes:

a. Current/Average Data: The fields will be copied just as they have been generated for the source
screen, i.e. on performance displays where different values are displayed for the 'current' and
'average' settings, averages will be copied while the average setting is active. This is probably not
what you want to see on your log, so do not set averages while collecting this kind of log data.

b. Data Availability: Valid data can, obviously, be copied from the source screen only when the
prerequisites for generating it are met.

Results
See “FCX187, User-Defined Performance Data Logs Screen — FC DEFLOG” on page 594.
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FCONTROL DEFSCRN

Purpose

The FCONTROL DEFSCRN subcommand allows you to define your own performance displays, to be
built from parts of the standard performance displays and user-defined text. It causes a User Defined
Performance Screen (FCX148) to be displayed.

Format

Query

[ ﬁ Query
»— FControl — DEFScrn name DESC — any free form_text
L LINe — n1

Parameters
n2 — COPY — screen >«
EToj LFROM—n3—j J
anytext

Parameters
Query

Displays the names of all user defined screen. This is the default action if no screen name is entered.
name

Defines the name of the new display which is also the command you will have to enter for selecting it
Query

Lets the definitions of the selected user defined screen be displayed. This is the default action if no
further arguments are entered.

DESC
The log description, where any_freeform_text will be used to describe the log in the UDEFMENU.

LINe n1
Specifies the line number in the new display name where the information is to be placed which is
defined by the remaining arguments

{TO} n2
Specifies the last line number of a range of lines in the new display which are to be filled with data
from the same standard performance display.

When not specified, only one line is retrieved from the standard display and copied to line number n1.

COPY screen
Defines the name of the standard performance display from which lines are to be copied.

'Standard' refers here to one of the general displays which can be selected by entering a single
command, without additional arguments, i.e. you cannot specify any of the 'detailed' displays with
data for specific users or I/O devices.

Special case: Use the argument CPOWNED to specify the CP owned device display as input.

FROM n3
Defines the first line in the 'source' display where lines are to be copied into the new display. Copying
will start at the first line of the source display if the FROM argument is omitted.
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'any text'

Defines a string of characters, enclosed by single quotes, which is to be placed on line n1 of the new
screen.

Usage

1. The number of definition commands for any single user-defined display is limited to eight, and the
maximum number of lines which can be defined for the new performance screen is limited to 70.

2. Valid data can be copied from the source screen only when the prerequisites for generating it are met.

Make sure that you include only specifications for copying from performance screens which are likely
to be available.

Results

See “FCX148, User-Defined Performance Screen — FCONTROL DEFSCRN” on page 513.
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FCONTROL DEVGROUP

Purpose

The FCONTROL DEVGROUP subcommand allows you to define device groups or volume groups for which
separate averages are to be calculated and displayed on the following screens:

- “FCX108, General I/O Device Screen — DEVICE or DEVICE DASD” on page 412
« “FCX282, HPF I/O Device Screen — DEVICE HPF” on page 778
« “FCX329, DASD Volume Performance Screen — VOLUME” on page 865.

Format

( Query 1

»— FControl — DEVGROUP »<
M Add — group_name dev_num
dev_numil-dev_num?2

- Delete — group_name J
Parameters
Query

Lists the device group or volume group definitions that are currently active. This is the default.

Add

Adds a set of devices, specified by the device numbers, to the device group or volume group specified
by group_name.

Delete
Deletes the device group or volume group specified by group_name from the list of active device
groups or volume groups and removes it from reports.

group_name
Specifies the 1- to 8-character name of the device group or volume group with which the FCONTROL
DEVGROUP command operates.

dev_num
Specifies the number of the device to be added to the device group or volume group specified by
group_name. For a volume, this is the device number of the base RDEV.

dev_numil-dev_num2
Indicates that you can specify a list or range of device numbers. If you specify a range of device

numbers, all valid devices in the range, including the first and last devices you specify, are added to
the device group or volume group specified by group_name.

Usage Notes

1. FCONTROL DEVGROUP specifications become effective immediately after they have been entered.

2. If you are defining a volume group, include only non-PAV DASD RDEVs, PAV base RDEVSs, or HyperPAV
base RDEVs. Any other types of RDEVs are excluded from the calculation.

3. If you issue multiple FCONTROL DEVGROUP ADD commands for the same device group or volume
group name, all devices specified are added to that same group.

26 z/VM: 7.4 Performance Toolkit Reference



. If arange that is being added to a device group or volume group intersects or overlaps with a range
that was previously defined for the group, the resulting range will include all specified range values.

. A specific device can belong to several device groups or volume groups.

6. If you request a device report for a specific device type (DEVICE DASD or DEVICE HPF, for example),

you will still see device group rows for every device group you defined, whether or not those rows are
meaningful for the specific report you requested.

. If you define a device group that consists of devices of multiple types — for example, if you mix CTCs
and DASDs in the same device group — the device group statistics that Performance Toolkit calculates
might not be useful or meaningful.
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FCONTROL DUMPID

Purpose

The FCONTROL DUMPID subcommand defines the destination address where dumps are to be sent in
case of an abend with automatic dump. Dumps are sent to the virtual reader of the machine where
Performance Toolkit has been running at the time of the abend if no other address has been specified, or
it has been specified as an asterisk (*). The CP VMDUMP command is used for creating these dumps.

Format

Query

»— FControl — DUMPid —<—— userid —p—»«

*

~— SYSTEM —

Parameters

userid
Defines the user identification of the virtual machine where automatic dumps are to be sent after an
abend of Performance Toolkit. An asterisk may be specified to send the dumps to the virtual reader of
the machine where Performance Toolkit has been running.
SYSTEM
Defines the target destination for automatic dumps as it has been specified on the SYSTEM_USERIDS
configuration file statement. (This is the user ID designated to receive any CP abend dumps.) For
further details, see the description of this parameter in the help for the CP VMDUMP command.
Query
Inserts and displays the current target destination for abend dumps. This is the default if no userid is
specified.
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FCONTROL EMERGENC

Purpose

The FCONTROL EMERGENC subcommand allows you to control Performance Toolkit's emergency
safeguard feature (ESF). With this feature enabled, Performance Toolkit will automatically save any
unsaved data collected during normal monitoring in the event of an emergency, such as a z/VM shutdown
or a sudden shortage in virtual memory. Data that can be saved includes printed reports, as well as trend
and summary files.

In addition to saving data, Performance Toolkit will also call any user-defined EXEC procedure you've
specified when an emergency event occurs.

Format

( Query W
»— FControl — EMergenc >«
ON

OFf

M—— EXecproc — name ——

“— ORder { Print ] J

M Interim —

M Trend —
M Summary —

M— Remprint —

— Execproc —

Parameters

Query
Returns a list of all the emergency safeguard feature (ESF) specifications as they are currently set.

This is the default if no further argument is entered.
ESF status can be one of the following:

Disabled
No special actions are taken in emergency situations. This is the default setting.

Enabled
Emergency events detection activated, ready to take specified actions.

Suspended
Emergency events detection activated, but they will be ighored because permanent data
collection is not active. Use FC MONCOLL ON command to activate it.

ON
Activates the emergency safeguard feature.

OFf
Deactivates the emergency safeguard feature.
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EXecproc name

Defines name EXEC as the CMS EXEC procedure that will be called upon detection of an emergency
event. Note that you must also specify the order in which all actions, including this EXEC procedure,
will be specified, using an additional FC EMERGENC ORDER command.

For more information on this parameter, see Usage Note “4” on page 30.

ORder

Allows specification of the actions that will be done, as well as their order, when an emergency
event is detected. Multiple selections are possible. Note that each subsequent FC EMERGENC ORDER
command invocation will clear any previously defined actions.

The valid actions are as follows:

Print
Indicates that the print reports defined with the FC MONCOLL RESET hh:mm:ssP command(s) will
be created.

Interim
Indicates that the print reports defined with the FC MONCOLL RESET hh:mm:ssI command(s) will
be created.

Trend

Indicates that the trend records defined with the FC MONCOLL RESET hh:mm:ssT command(s) will
be processed and saved.

Summary
Indicates that the summary records defined with the FC MONCOLL RESET hh:mm:ssS command(s)
will be processed and saved.

Remprint
Indicates that the print reports defined with the FC SETEVENT ... PRINTRMT commandy(s) will be
created.

Execproc

Indicates that the CMS EXEC procedure previously defined by the FC EMERGENC EXECPROC
command will be called.

Usage

1.

30 z/VM:

If an emergency event occurs and any of the PRINT, INTERIM, TREND or SUMMARY actions have

been specified with the FC EMERGENC ORDER command, Performance Toolkit will attempt to save any
collected data by scanning the reset chain (as defined by the FC MONCOLL RESET command) to find
any appropriate actions that have been scheduled before the next reset. If any such actions are found,
Performance Toolkit will perform the corresponding report printing, trend/summary file creation, or
both, just as if they had been defined using the FC MONCOLL RESET command. Performance Toolkit
will avoid any unnecessary duplicate actions.

. For the REMPRINT action, the operation is similar to that described above, except in this case

Performance Toolkit will scan the event chain defined with the FC SETEVENT command, looking
for only those event elements that reference the PRINTRMT command. If any scheduled PRINTRMT
commands are found, Performance Toolkit will process them, avoiding any duplicate actions.

. When performing the emergency safeguard actions, there are special timing considerations that

must be kept in mind regarding TREND and SUMMARY reports. Because the overall time available

for performing these safeguard actions may be limited by the system (as defined by the CP SET
SHUTDOWNTIME command), care should be taken when defining the order in which these actions are
taken, so that the most valuable data is saved first.

Note that Performance Toolkit keeps trend data in records with a fixed size of 4K bytes, while summary
data records have variable lengths. Because of this format difference, trend files can be written to disk
much faster.

. Special notes for the EXECPROC option:
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a. Remember that you must specify a user-defined EXEC procedure in two separate commands
—an FC EMERGENC EXECPROC name command to define the actual EXEC procedure, and an
FC EMERGENC ORDER command to specify the order in which all actions, including this EXEC
procedure, will be specified.

b. A user-defined EXEC procedure will be notified of the emergency event reason by way of a special
parameter that will be passed to it. The possible parameter values and their meanings are as
follows:

*SHUTDWN
A signal shutdown event has been detected.

*NOMEM
Performance Toolkit ran out of virtual storage.

*NOCONS
A permanent Performance Toolkit console I/0 error (it was detached or redefined with a
different device number).

*UNKNOWN
All others (this value should not occur).

A sample parameter handling code is shown below:

/* Sample Emergency Safeguard Feature EXEC procedure x*/
Arg emgparm .
Select
When emgparm
When emgparm
When emgpazrm
When emgparm
Otherwise Nop
End
'tell OP1 Emergency exit is being taken due to' reason

'SHUTDOWN'

'Performance Toolkit memory shortage'
'Permanent console I/0 error'
"unknown reason'

'%*SHUTDWN' Then zreason
'%*NOMEM' Then reason
'*NOCONS' Then zreason
'"%*UNKNOWN' Then reason

¢. When writing a user-defined EXEC procedure, remember that certain restrictions may apply, due
to the nature of the emergency of event. In the case of a system shutdown, for instance, the same
timing consideration as described in Usage Note “3” on page 30 will apply. If the procedure is
called due to a lack of virtual storage, any further storage-intensive functions may lead to a CMS
system abend. (Although note that a special reserved free storage buffer will be provided to help
mitigate this possibility.)
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FCONTROL FCXLEVEL

Purpose

The FCONTROL FCXLEVEL subcommand allows displaying the Performance Toolkit program version,
release, modification level and service level.

Message FCXxxx5001I will be issued with this information. In addition, the service level information for
each part in the module used for this invocation of Performance Toolkit will be written to the log. See
“MODLEVEL” on page 108 for the details on how this information is obtained.

Format

»— FControl — FCXLevel »«

Parameters

No parameters are allowed or tested for.
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FCONTROL FORCEUSR

Purpose

The FCONTROL FORCEUSR subcommand is intended for controlling the user monitoring function. It
allows monitoring and, optionally, forcing of virtual machines which have been looping, or have been idle
for a long time. Forcing of such machines will free the resources (e.g. CPU, main storage) they occupied,
and can improve the performance of the remaining users of the system. Make sure, however, that all users
are informed of such a policy before activating this facility, and that they understand the implications (e.g.
data stored onto a temporary minidisk will be lost when a machine is forced). The command is valid, and
looping/idle user detection active, only when permanent performance data collection has been activated.

Format

Query 1
»— FControl — FORCeusr >«
EXCLMax — nnn

&

(—ALLﬁ J
M EXClude ( userid

M CPULOOP —

IDLE
M— IOLOOP —

~— WSSLOOP —

M SETLimit Loop Definition
j— IDLe j
- Loop Handling

CPUloop

IOLoop

WSSloop

Loop Definition

<

»—— CPUloop »<
L MINCPU — nn J L WSSDelta — n J L MAXWss — nnnn J
M IOloop
L MINIO — nn J

WSSloop

Loop Handling

»T{ Loop Handling Options }—I—N
OFF

Loop Handling Options

r— DISconn 1
LIMit — t1/t2 <
ALL L TEST J L NOTdisk —J L Weight — www —J

~— NODISC —

¥
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Parameters

EXCLMax nnn
Defines the maximum number of users which must fit into the 'exclude' table. The number nnn can
be any value between 10 and 2000. A default table size of 500 will be used if the 'EXCLUDE userid'
argument is used without a prior explicit table size specification.

EXClude userid
Specifies which virtual machines are to be excluded from being monitored / forced, and, optionally,
for which cases they are to be excluded. 'Wildcard' characters *' and '%' can be used for creating
generic entries which could apply to several machines; they have the same meaning as for the CMS
'LISTFILE' command. Several userids can be specified with a single command, and several EXCLUDE
commands can be entered. All userids from all EXCLUDE commands will be inserted into a common
exclude table, up to the maximum which fits into the table (defined by EXCLMAX argument, or default
of 500).

Users can only be added to the exclude list, but not removed, you will have to re-initialize PERFKIT if
you want to clear the table.
ALL

Indicates that the user is to be excluded from FORCEUSR processing for all the monitored cases

(i.e. CPULOOP, IDLE and IOLOOP).ALL isthe default setting which will be assumed if no specific
cases are specified.

CPULOOP
Indicates that FORCEUSR CPULOOP processing is not to be applied for the user even if the virtual
machine appears to be in a CPU loop

IDLE
Indicates that FORCEUSR IDLE processing is not to be applied for the user

IOLOOP
Indicates that FORCEUSR IOLOOP processing is not to be applied for the user

WSSLOOP
Indicates that FORCEUSR WSSLOOP processing is not to be applied for the user

Multiple selections are possible, i.e. you can exclude a virtual machine from both IOLOOP and IDLE
state monitoring, but leave CPU loop detection active. The above arguments must be entered in full
length.

Query
Returns a list of all the FORCEUSR specifications as they are currently set. This is the default if no
further argument is entered.

SETLimit
Allows specification of the criteria used to determine whether a virtual machine should be assume to
be in a loop of some sort.

CPUloop
Indicates that the criteria for detecting a CPU loop are to be set

MINCPU nn
Specifies the minimum CPU load (in percent) which must be reached before a virtual machine
can be a CPULOOP candidate.

The value is initially set to 10(%).

IOLoop
Indicates that the criteria for detecting an I/0 loop are to be set

MINIO nn
Specifies the minimum virtual I/O rate which must be reached before a virtual machine can be
an IOLOOP candidate.

The value is initially set to 500 (I/Os per second).
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WSSloop
Indicates that the criteria for detecting a WSS loop are to be set

WSSDelta
Specifies the maximum difference in a virtual machine's working set size which is to be tolerated
for the selected kind of loop. The initial WSSDELTA values are

1

For the CPULOOP case
4

For the IOLOOP case
15

For the WSSLOOP case

Note that all looping virtual machines should, by definition, be permanently executing the same
instructions all over again, and their working sets should thus always be the same. If the loop is
large enough, however, the working set size can change by several pages, and this is especially

true in the case of any loop which involves I/0 activity.

Machines will be assumed to be not looping if their working set size changes by more than the
specified max. delta between consecutive monitor sample intervals.

MAXWSS
Specifies the maximum working set size allowed for a virtual machine for the selected kind of loop.

The initial MAXWSS values are set to 10000 for all three loop cases.

Although a loop could theoretically touch any number of pages, i.e. there is no guarantee at all that
a machine with a large working set is not looping, experience has shown that setting an upper limit
for the working set can increase the probability of catching only real loopers, and reduce the risk of
treating a non-looping machine as a looper.

Machines will be assumed to be not looping if their working set size exceeds the maximum number of
pages at the end of a sample interval.

CPUloop
Indicates that the following arguments refer to CPU loop detection. A machine is considered to be in
a CPU loop when it has used at least the total CPU percentage specified with the MINCPU argument,
has not had any IUCV activity nor executed a single non-spooled I/O and not more than two I/Os to
spooled UR devices in an interval and when the number of pages in its working set has not changed by
more than the WSSDELTA value between consecutive measurements, and when it has been found in
either the dispatch or eligible list at the end of each interval and was never found dormant or test-idle
by user state sampling.

Note that this may apply also to some CPU bound machines which are not looping, and be sure to put
the corresponding userids on the exclude list.

IDLe
Indicates that the following arguments refer to idle machine monitoring. A machine is considered to
be idle when it has used less than 10ms of total CPU, no emulation CPU, has not executed a single
non-spooled I/0 and not more than two I/Os to spooled UR devices in an interval.

IOLoop
Indicates that the following arguments refer to I/O loop detection. A machine is considered to be in
an I/O loop when it has a virtual I/O rate of at least the value specified with the MINIO argument
and when the number of pages in its working set has not changed by more than the WSSDELTA value
between consecutive measurements, and when it has been found in either the dispatch or eligible list
at the end of each interval and was never found dormant or test-idle by user state sampling.

This code should allow to detect, for instance, users which have ended up in an I/O loop to their
virtual console, but the 'I/O loop' condition may also be fulfilled by large machines which are not
looping. Be sure to put the corresponding userids on the exclude list.
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WSSloop
Indicates that the following arguments refer to WSS loop detection. A machine is considered to be in
a 'constant WSS loop' if it has used at least the percentage of total CPU specified with the MINCPU
argument, has executed any number of I/Os, and when the number of pages in its working set has
not changed by more than the WSSDELTA value between consecutive measurements, and when it
has been found in either the dispatch or eligible list at the end of each interval and was never found
dormant or test-idle by user state sampling.

ALL
Specifies that machines are to be forced regardless of logged-on or disconnected state.

DISconn
Specifies that machines are to be forced only if they are disconnected. Machines which are logged on
to a terminal will not be forced.

NODISC
Specifies that machines are to be forced only if they are logged on to a terminal. Disconnected
machines will not be forced.

TEST
Starts user monitoring in test mode: looping machines, or machines which have been idle, will
receive warning messages that they are about to be forced when the set warning threshold has been
exceeded, but instead of actually forcing the machine when the FORCE threshold has been reached a
message will be generated to *, telling you which machines would have been forced if the facility had
been really activated.

This test mode is intended to help you in testing the completeness of your exclude list (i.e. the list

of users excluded from FORCE processing by corresponding 'FC FORCEUSR EXCLUDE ... commands).
Run the facility in test mode first, and add all machines which should not have been forced to the
exclude list, before activating actual FORCE processing.

LImit t1/t2
Defines the periods, in minutes, for which a virtual machine may loop, or remain idle, before some
action is taken:

t1
Is the period after which a warning message will be sent to the machine to inform the user of the
current status, and, if t2 is not zero and TEST mode has not been set, of the time that remains to

take corrective action before the machine will actually be forced. One of the following messages
will be sent:

Machine has been idle for overtiImin., will be forced innnmin.
Machine in CPU loop for overtlimin., will be forced innnmin.
Machine in I/0 loop for overtimin., will be forcedinnnmin.

Message number 338 will also be generated to inform you of the machine's status (not generated
for IDLE users unless FORCE interval has been set to 0).

t2
Is the period after which the machine is to be forced off the system. Message number 339 will be
generated to inform you that a machine has been forced, and of the reason for doing so.

Acceptable values for the warning threshold t1 range from 1 to 254 minutes and for the FORCE
threshold t2 from 0 to 255 minutes, and t2 must at least be equal to the warning threshold t1 if t2 is
not 0. Generation of the warning message to the user and of message number 338 will be suppressed
if the t2 interval is set equal to the t1 interval.

A value of '0' for t2 Indicates that only warning messages are to be generated, but no machines are to
be forced.

NOTdisk
Indicates that users are only to be forced if they do not own temporary minidisks. Users with T-disks
will only receive warnings, but will not actually be forced.
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The same logic is applied to users with VDISKs (virtual disks in storage).

Weight www
Sets the 'weight' www of the exception message when the selected case is encountered, where www
can be any number in the range 0 to 255. A default value of 10 will be assumed when the WEIGHT
argument has not been specified.

The WEIGHT specification is relevant only when a machine's exception data are sent to a central
monitor machine (activated with the REMSEND argument of the FC MONCOLL command). All
applicable weights will then be added, and the result divided by 10 to obtain the exception severity
code which will be used to set the color of the load bar in the central monitoring machine.

The 'weight' number for a 'loop' case will be added once per looping user, i.e. it may be added several
times if multiple users are looping.

OFF
Disables monitoring of users and FORCE processing for the selected function (CUPLOOP, IDLE,
IOLOOP or WSSLOOP).

Usage

1. See the "User Monitoring" section in the z/VM: Performance Toolkit Guide for more information on user
monitoring, and for hints on the use of the FC FORCEUSR command.
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FCONTROL GDDMSPEC

Purpose

The FCONTROL GDDMSPEC subcommand allows setting colors and shading patterns which are to be used

when creating GDDM graphics.

Format
»— FControl — GDDMspec —»
Query
VAR1 >
VAR2 L COLor — color J L PATtern — number J
VAR3
VAR4
Parameters
Query
Lists colors and patterns defined for variables 1 to 4. This is the default if no further argument is
entered.
VAR1-VAR4
Specifies whether the remaining arguments are intended for the first, second, third or fourth Y-
variable
COLor

Indicates that the color for the selected variable is to be changed. The next argument color will be
assumed to be the color specification; it must be one of the following:

BLUe
For blue

RED
for red

PINk

For pink
GREen

For green

TURquois
For turquoise

YELlow
For yellow

WHIte
For white

DARkblue
For dark blue (blue)

ORANge
For orange (red)

PURple
For purple (red)
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DRKgreen
For dark green (green)

DRKTurqu
For dark turquoise (turquoise)

MUStard
For mustard (yellow)

GRAy
For gray (white)

BROwn
For brown (red)

The colors used for simple plots (using native screen colors and plot characters shown with reverse
video) are adapted also when the colors for GDDM graphics are changed, but the whole range of
colors is not available then. The colors used for simple plots are shown in parenthesis where the
original selection cannot be used.

PATtern
Indicates that the default shading pattern for the selected variable is to be changed.

number
Must be a value between 0 and 16, corresponding to the numbers used when setting a pattern
using the GSPAT macro. See the appropriate GDDM Programming Reference manual for examples
of the GDDM-defined shading patterns.
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FCONTROL HMA

Purpose

The FCONTROL HMA subcommand configures the High Memory Area (HMA) storage residing above the
2G line, that is, divides it into the internal page pool and print buffer. It can also display the current HMA
settings and usage statistics.

Format

™,

»— FControl HMA >
Query J

L e ™7

S

Parameters

Query
Displays the current HMA configuration and its usage statistics. This is the default action if no
arguments are entered with the subcommand.

PAGE
Specifies that the required percentage of the HMA storage between 2G and 4G is to be allocated to
the internal page pool. The rest of the HMA storage will be used as the print work buffer.

Query
Inserts the current HMA page pool percent setting into the command line. This is the default if no
additional arguments are entered.

nn
Defines the HMA page pool percentage to be set. nn can be any decimal number between 0 and
100. The default is O if this value is not set.

Usage

1. The FC HMA PAGE nn subcommand must be included in the Performance Toolkit initialization control
file (FCONX $PROFILE for non-batch invocation or FCONX SETTINGS for batch run) to be effective. The
HMA page pool percentage cannot be changed after the program has been initialized.

2. To minimize the risk of conventional memory below 2G shortage condition and for performance
reasons, it is recommended that the HMA page pool size be defined as a nonzero value. The settings
shipped with the Performance Toolkit are virtually optimal: the HMA is defined as 2G.2G, and FC HMA
PAGE 10 sets the page pool as 10% * 2G = 200M. This is sufficient to cover almost every configuration.

Example
1. Here is an FC HMA QUERY example:

HMA storage 2048M.2048M usage statistics:

goooososoosos Page pool ------------- >
<------- at 00000OOO_80000EEO ------- >

Total Alloc Used Free
Pages 52428 18 18 0
Memozry 205M 72K 72K 0
%  ----- .034 .034 .000
Km=m---mm--- Print buffer ----------- >
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<-=-m--- at 00OOOEOOO_8CCCCOOO ------- >
Total Alloc Used Free

Blocks 13422k 8994 8994 0
Memory  1843M  1265K  1265K 0
®  ooooo .067 .067 .000
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FCONTROL LIMIT

Purpose

The FCONTROL LIMIT subcommand can define thresholds to Performance Toolkit for many performance
indicators. When a limit has been exceeded for a certain amount of time, messages are issued to inform
you of the problem, so that you can take the necessary actions. Thresholds can be defined only if
permanent performance data collection has been activated previously. See “FCONTROL MONCOLL” on
page 53 (and specifically the CPMON parameter).

Format

(— Query j [— Query
»— FControl — LImit Thresholds
L his-var —J L OFF

M—— %CHbusy —
M—— DVQueue —
M DVResp —
M MISsint —
M— NORMCPU —
M NORMLCPU —
— HMAPAge —

M— HMAPRint —

__ STORB2g —

Thresholds

Weight 10 j 5

0/05/5
J | e
L Weight — www J

=Y

Parameters

his-var
Is a HISTLOG/HISTSUM performance variable for which a threshold is to be set or displayed.
Thresholds can be set for any of the HISTLOG and HISTSUM performance variables. For more
information about these performance variables, see Appendix D, “HISTLOG and HISTSUM File
Records,” on page 981.

CPU
The total CPU load

%VEC
The total vector facility load
10/S
The total I/O rate
PG/S
The total page rate (reads and writes)
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ACT
The number of users active in an interval

C1ES

85% threshold of class 1 elapsed time
TR-Q

The number of interactive users in queue
NT-Q

The number of non-interactive users in queue
%PQ

The percentage of in-queue users found in page wait
%IQ

The percentage of in-queue users found in I/O wait
%EL

The percentage of in-queue users found in resource wait
%ST

The percentage of pageable DPA in use
%PGSL

The percentage of system PAGE area on DASD in use
%SPSL

The percentage of system SPOOL area in use

Note: If you want to use a variable that begins with the pound sign (#), which would otherwise be
interpreted as the logical line-end character, you must precede it with a double quotation mark ("),
which is the logical escape character. For example, for the variable #CPU, you must specify "#CPU.

Note that these characters cannot be used when accessing Performance Toolkit remotely. For more
information, see the "Logical Line End and Escape Characters" section of the "General System
Operation" chapter in the z/VM: Performance Toolkit Guide.

Message number 315 is displayed when the set limit is exceeded (or, if the LT argument has been
specified, if the measured value is lower than the threshold).

%CHbusy
Indicates that a threshold for the channel-busy percentage is to be set or displayed. Message number
318 is displayed when the set limit is exceeded.

DVQueue
Indicates that the I/O request queue length threshold for disks is to be set or displayed. Message
number 319 is displayed when the set limit is exceeded.

DVResp
Indicates that the device response time limit, in milliseconds, is to be set or displayed. Message
number 320 indicates an exceeded limit.

Note that the DVQUEUE and the DVRESP thresholds will be monitored for DASD only, and that
message 320 is displayed only if a minimum I/O activity of five I/O operations per second was found
for the disk.

MISsint
Indicates that queue counts and message intervals for the missing interrupt detection logic are to be
set or displayed. Message number 354 is displayed when a missing interrupt is detected. Note that
the threshold value nn.nn is ignored for this case, although you must enter it, because the remaining
arguments are positional.

NORMCPU
Indicates that a threshold for the normalized CPU load is to be set or displayed, that is, for the relative
CPU load based on the total processing power of the system, instead of a single processor. This is a
value between 0 and 100%, regardless of the number of processors.
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NORMLCPU
Indicates that a threshold for the normalized logical CPU load is to be set or displayed. NORMLCPU is
calculated similarly to NORMCPU, except that it is based on the sum of active time and voluntary wait
time instead of total elapsed time. The distinction is important for systems running in a constrained
LPAR environment or second level under another VM.

HMAPAge
Indicates that a threshold for the HMA page pool allocation is to be set or displayed. Message number
323 is displayed when the set limit is exceeded.

HMAPRInt
Indicates that a threshold for the HMA print buffer allocation is to be set or displayed. Message
number 324 is displayed when the set limit is exceeded.

STORB2g

Indicates that a threshold for the conventional storage <2G allocation is to be set or displayed.
Message number 325 is displayed when the set limit is exceeded.

Query
Lists the current threshold definitions. This is the default if no further argument is entered.

Thresholds:

LT
Specifies that exception messages are to be generated if the measure value is lower than the defined
limit nn.nn.

The LT argument is meaningful for HISTLOG and HISTSUM performance variables only; it will be
ignored when specified with any other variable. For more information about these performance
variables, see Appendix D, “HISTLOG and HISTSUM File Records,” on page 981.

nn.nn
Is the maximum value above (or, if the LT argument has been specified, below) which notification is
desired. The initial setting is OFF, that is, the respective values are not monitored or displayed.

q1/qx
Are the minimum numbers of class 1 users and of class 0/2/3 users that must be in-queue to
make the corresponding reading valid. The reason for this co-requisite is that limits set for normal
production could be exceeded even on an otherwise very lightly-loaded system when a single user
does some non-characteristic work (extremely I/0-bound save jobs during off-hours, for example).
Specify g1/gx values high enough so that messages are issued only when the measured value is
significant.

t1/t2
t1 is the minimum period (in minutes) during which the threshold must have been exceeded before a
message is issued.

t2 is the time interval (also in minutes) after which the message is to be repeated until the monitored
value decreases below the set limit. The minimum that can be set is 1 minute.

The maximum value that can be set for t1 or t2 is 60 minutes; they both default to 5 minutes if
omitted.

Consider also the length of the CP monitor SAMPLE interval when setting these time limits - where the
t1 and t2 values are shorter than the data collection interval, threshold checking may be performed on
the values of just a single sample.

Weight www
Sets the weight (www) of the exception message when the set threshold has been exceeded for the
selected variable, where www can be any number in the range 0 to 255. A default value of 10 is
assumed when the WEIGHT argument has not been specified.

The WEIGHT specification is relevant only when a machine's exception data are sent to a central
monitor machine (activated via the REMSEND argument of the FC MONCOLL command, see "Remote
Performance Monitoring Facility" in the z/VM: Performance Toolkit Guide). All applicable weights are
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then added and the result is divided by 10 to obtain the exception severity code, which will be used to
set the color of the load bar in the central monitoring machine.

The weight number for exception messages referring to channel or device data may be added several
times if multiple channels or I/O devices exceed the set thresholds.

OFF
Indicates that the corresponding value is not to be monitored any longer.

Query
Displays the current limit for the selected value in the command input area. This is the default.
Usage Note:

See also the "Setup of Threshold Monitoring" section in the z/VM: Performance Toolkit Guide for hints on
how to set thresholds.
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FCONTROL MAINTID

Purpose

The FCONTROL MAINTID subcommand defines the destination address where high priority alert
messages are to be sent under certain conditions. Some examples of such conditions are: insufficient
storage for internal work areas, divide exceptions, etc.

Format

L
»— FControl — MAINTid userid L J »<
AT — nodeid

Parameters

userid
Defines the user identification of the virtual machine where high priority alert messages are to be
sent.

nodeid
Defines the node identification for the virtual machine where high priority alert messages are to be
sent. It is assumed that userid is a machine on the local system if no nodeid is specified.

Query
Inserts and displays the current target destination for alert messages. This is the default if no userid is

specified.
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FCONTROL MAXREC

Purpose

The FCONTROL MAXREC subcommand specifies the number of records to be written to the ‘'mmddyy
CONLOG! file before issuing an intermediate 'CLOSE' command (the file will actually be closed only once
Performance Toolkit would go back to its normal wait state). MAXREC is initialized to a value of ten.
Please be aware that the CONLOG file may be incomplete after a VM system restart. MAXREC should be
increased only if the LOG is of no great importance, but making it too small will increase general overhead.

Format
E Query
»— FControl — MAXxrec nl ln

Parameters

nil
Specifies the min. number of records to be written before closing the 'CONLOG! file. Minimum is 1 and
the highest value accepted is 200.

Query
Inserts and displays the current value of MAXREC on the command line. QUERY is the default.
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FCONTROL MINPATHS

Purpose

The FCONTROL MINPATHS subcommand can define the minimum number of channel paths which are to
be active to selected I/O devices. Messages will be issued when less than the minimum number of paths
are found to be active to inform you of the problem so the necessary actions can be taken. MINPATHS
monitoring requires that permanent performance data collection of CP monitor data be active.

Format
Query
»— FControl — MINPaths —J— nn — TO — xox L J @ik
- Yy
Options

N f_ LIMit 0/30 j f_ Weight 10 j 5
L LIMit — t1/t2 —J L Weight — www —J

Parameters

nn
Is the minimum number of paths which should be active.

Message number 321 will be shown when less than the specified number of paths are active to the
device(s) specified.

xxxx{-yyyy}
Defines the device number(s) of the device(s) to which the path limit nn applies.

You can specify either a single device number xxxx or a range of devices, where xxxx is the first device
number and yyyy the last device number in the range (typically all the I/O devices in a string).

LIMit t1/t2
Defines the period during which the number of active channel paths must have been too low before

message 321 is issued, where

't1'is the initial period (in minutes) during which the number of active paths must have been to low
before a message is issued.

't2'is the time interval (also in minutes) after which the message is to be repeated until the number of
active channel paths is no longer below the set minimum. The minimum value that can be set for t2 is
1 minute.

The maximum value that can be set for ‘t1'or 't2'is 255 minutes, the values default to a setting of
'0/30'" if omitted.

Note that the data collection interval for the CP monitor data (upon which the MINPATHS analysis

is based) can be set considerably higher than 1 minute. MINPATHS analysis will occur after each
SAMPLE interval, and message 321 will be generated just after the first monitor sample where the t1
or t2 interval is found to have been exceeded.

Weight www
Sets the 'weight' www of the exception message when the set threshold has been exceeded for the
selected variable, where www can be any number in the range 0 to 255. A default value of 10 will be
assumed when the WEIGHT argument has not been specified.
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The WEIGHT specification is relevant only when a machine's exception data are sent to a central
monitor machine (activated via REMSEND argument of the FC MONCOLL command). All applicable
weights will then be added, and the result divided by 10 to obtain the exception severity code which
will be used to set the color of the load bar in the central monitoring machine.

Note that the MINPATHS weights will not be added together if several devices have an insufficient
number of active channel paths (e.g. a whole DASD string if a channel to the control unit is down). The
maximum 'weight' value for any of the affected I/O devices is taken instead.

Query
Lets the current MINPATHS definitions be displayed. 'Query' is also the default.
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FCONTROL MODEL

Purpose

The FCONTROL MODEL subcommand allows a 3278 model 5 terminal to be switched between model 5
(‘wideline') mode and model 2 mode. The command is valid on model 5 terminals only.

Format

»— FControl — MOdel T 2 j—N
5

Parameters

2
Causes the screen to be switched from model 5 mode back to model 2 mode.

5
Switches the screen from model 2 mode (the initial setting) to model 5 (wideline) mode.
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FCONTROL MONCACHE

Purpose

The FCONTROL MONCACHE subcommand defines the expected cache status for selected disks.
Messages will be issued when the current status does not match the expected one so that the necessary
actions can be taken, and the corresponding status field on the CACHEXT display will be highlighted
(shown in red with reverse video). MONCACHE monitoring requires that permanent performance data
collection of CP monitor data be active.

Format
J Query
»— FControl — MONCAche XXXX L J cfd
- Yy
Options

N f_ LIMit 0/30 j f_ Weight 10 j 5
L LIMit — t1/t2 —J L Weight — www —J

Parameters

xxxx{-yyyy}
Defines the device number(s) of the device(s) to which the cache status cfd applies.

You can specify either a single device number xxxx or a range of devices, where xxxx is the first device
number and yyyy the last device number in the range.

cfd
Are three characters which define the expected cache status, for:

c

General cache status
f

DASD fast write status
d

Dual copy status

The status definition characters to be entered for ¢, f and d must be one of the following:

A
Indicating that the function should be active

D
Indicating that the function should be deactivated

Indicating that the status is not to be monitored

Message 326 will be generated if the actual status does not match the one defined for the disk.

LIMit t1/t2

Defines the period during which an unexpected cache status must have persisted before message 326
is issued, where

't1'is the initial period (in minutes) during which the unexpected status must have been found before
a message is issued
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't2'is the time interval (also in minutes) after which the message is to be repeated until the cache
status is correct again. The minimum value that can be set for t2 is 1 minute.

The maximum value that can be set for 't1'or 't2'is 255 minutes, the values default to a setting of
'0/30' if omitted.

Note that the data collection interval for the CP monitor data (upon which the MONCACHE analysis
is based) can be set considerably higher than 1 minute. MONCACHE analysis will occur after each
SAMPLE interval, and message 326 will be generated just after the first monitor sample where the t1
or t2 interval is found to have been exceeded.

Weight www
Sets the 'weight' www of the exception message when an unexpected cache status has been found,
where www can be any number in the range 0 to 255. A default value of 10 will be assumed when the
WEIGHT argument has not been specified.

The WEIGHT specification is relevant only when a machine's exception data are sent to a central
monitor machine (activated via REMSEND argument of the FC MONCOLL command). All applicable
weights will then be added, and the result divided by 10 to obtain the exception severity code which
will be used to set the color of the load bar in the central monitoring machine.

Note that the MONCACHE weights will not be added together if several devices have been found with
an incorrect cache status (e.g. a whole DASD string if there is a problem with the cache on the control
unit level). The maximum 'weight' value for any of the affected disks is taken instead.

Query
Lets the current MONCACHE definitions be displayed. 'Query' is also the default.
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FCONTROL MONCOLL

Purpose

The FCONTROL MONCOLL subcommand allows you to control data collection for performance monitoring.
With the exception of the REMCOLL argument, this command is valid only if the user ID is authorized to
execute DIAGNOSE codes X'04' and X'90', which usually requires command privilege class E.
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Format

»— FControl — MONcoll —

Cpmon

TMONDCSS

DCss T ON
OFF
DISK ﬂ Target Disk
OFF

desname

M LINUXusr

[

Query

Lo J
L E TCPIP 3
TCPIP
tepid
F

OF
Query

Perflog

— ON Log Write Specs

OFF

Query

-

L

Redisp

4

nnn

Query

|
-

|

REMcoll

REMSend

L

ON
OFF

Query

RESet

— ON

REMSEND Specs

OFF

Query

SEGOUT

CLEAR

(REPlace j
(MERge —J

Query

[

PERFOUT
segname

OFF

™
e

™1

o

Vmcf

WEBserv

ON

OFF

Query

M ON

e specs 1

OFF

Query
e %
cce

Query

~— Timeout
tit
OFF

Target Disk
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»w— monw-ID — disknr — diskmode — fn — ft »«

Log Write Specs

.l 109
Lo ——

hh:mm ALL

08:00 — 17:00

»d

REMSEND Specs
08:00 — 17:00

»d

1,
- J_ 17:00 1 (— MO - FR ﬁ J
L hh:mm J ALL

»— rscsid — modeid — userid jL

Web Specs

> »d
> L)

TCPIP — 81
- TCPIP ] | J

Lo J 1
==y

Parameters

Cpmon
controls the use of CP MONITOR data for performance analysis

DCSS
Indicates that data extraction from the MONITOR shared segment is to be controlled
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ON dcssname
Indicates that data extraction from the CP MONITOR segment dcssname is to be activated, where
dcssname is the segment name. The default DCSS name MONDCSS will be used if no segment
name is specified.

Note that:

 Performance Toolkit will attempt to CONNECT to the segment using IUCV, the virtual machine
where Performance Toolkit is running must previously have been authorized, therefore, for
accessing that segment by means of a NAMESAVE dcssname statement in the directory, exactly
as you would have to make the definition for the machine if it were to run the MONWRITE data
collector module.

- Data extraction from the MONITOR shared segment requires that this segment can be loaded in
the machine where Performance Toolkit is running. It may be necessary to increase the virtual
storage size of that machine in order to do this.

 Performance Toolkit will automatically execute a MONITOR START command when data
extraction from a shared segment is activated. When this command is successful (return code
of 0), Performance Toolkit will also STOP the monitor when you either deactivate *MONITOR
data collection, or when you exit from Performance Toolkit to basic CMS and no other users are
connected to the *MONITOR facility.

Activating CP monitor data collection will let performance data be collected permanently. This
mode allows automatic threshold monitoring (see “FCONTROL LIMIT” on page 42), but it will
also cause some additional permanent overhead. Permanent data collection should, therefore,
be activated only in one virtual machine per z/VM system (the system operator's or system
programmer's machine, for example).

OFF
Indicates that data extraction from the MONITOR shared segment is to be stopped.

DISK
Indicates that MONITOR data extraction from a disk file written by the MONWRITE module is to be
controlled.

ON monw-id disknr diskmode fn ft
Indicates that data extraction from a MONITOR disk file is to be activated, where

monw-id
Is the userid of the machine which owns the disk where the MONWRITE program writes the CP
MONITOR data

disknr
Is the virtual device number of the minidisk which contains the MONITOR data file.

Note that Performance Toolkit will attempt to LINK to this disk as virtual device number '01F1';
the virtual machine where Performance Toolkit is running must previously have been authorized,
therefore, for linking to that disk.

fm

Is the file mode to be used by Performance Toolkit for accessing the disk

fn
Is the file name of the MONITOR data file
ft
Is the file type of the MONITOR data file.
OFF
Indicates that data extraction from the MONITOR disk file is to be stopped, and the disk released
and detached.

LINUXusr
Controls the activation/deactivation of the TCP/IP request interface for performance data retrieval
from Linux® RMF DDS interfaces.
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Query
Displays the current interface setting on the command line. This is the default.

ON
Specifies that the request interface is to be activated. This is also the default. Further arguments
can specify details, if the defaults are not acceptable:

TCPIP tcpid
Defines the userid of the TCP/IP service machine that provides access to the TCP/IP network,
where tcpid is the user identification of the TCP/IP server.

OFF
Indicates that the TCP/IP request interface is to be deactivated.

Perflog
Controls the disposition of general performance data from the REDISP or REDHIST screens (see also
“FCONTROL SETTINGS” on page 83).

ON
Specifies that all performance data inserted into the redisplay screen must also be written to file

'mmddyy PERFLOG A, and permanent data collection will be set on even if the 'FC MONCOLL ON'
command has not been previously entered.

Up to three generations of the PERFLOG file will automatically be kept on the A-disk, with filetypes
of PERFLOG, PERFLOG1 and PERFLOG2. These files are intended for archiving or for additional
analysis by the user. Although not used for generating the default redisplay screen, they can also
be selected for display by using the 'FILE fn ft fm' arguments of the REDHIST command (see
“REDHIST” on page 268).

hh:mm
Defines the start and end times of the period during which performance data are to be saved
on disk. The time must be entered exactly as shown, that is, with two digits for hours and
minutes each, separated by a colon. The default period is from 08:00 to 17:00.
MO-FR
Specifies that data are to be collected only from Monday to Friday. This is also the default.
ALL
Specifies that data are to be collected for the whole week.

MO TU WE TH FR SA SU
Specifies the days of the week for which performance data are to be collected. Any
combination of days is acceptable.

OFF
Specifies that collection of performance data on disk is to be stopped.

Query
Displays the current setting on the command line. This is the default.

Redisp
Defines the number of lines to be set aside during initialization for use as performance redisplay
buffer.

Query
Inserts the current log buffer setting into the command line. This is the default if no further
argument is entered.

nnn
Defines the number of lines to be set aside.

If working with the default monitor sample interval of 60 seconds Performance Toolkit needs 60
lines for one hour's data. The minimum number is 60, the maximum 14,400 lines, with a default of
720 lines.

Note: The log buffer space requirements can be reduced by means of letting averages for more
than one sample interval be shown on each of the 'by time' log detail lines. For details see the
"By-Time Log Data" description in “Interval” on page 367.
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This command must be included in the initialization profile 'FCONX $PROFILE' to be effective. The
buffer size cannot be changed once the program has been initialized.

REMcoll
Controls automatic collection of performance data sent from other systems via RSCS message
(generated in the remote system by means of the REMSEND argument of the 'FC MONCOLL'
command).

Query
Inserts the current setting into the command line. This is the default if no further argument is
entered.

ON
Specifies that this machine is to act as central data collector machine for the remote performance
monitoring facility, i.e. that performance data sent from another machine are to be received and
inserted for use in FCONRMT mode.

OFF
Indicates that REMSEND data received from other machines are not to be collected.

REMSend
Controls the automatic sending of summary performance data from this system to another machine,
for use with the remote performance monitoring facility.

ON
Specifies that summary performance information is to be sent to another machine.
rscsid
Is the userid of the RSCS machine which is to be used for data transmission

nodeid
Is the node ID of the system to which data are to be transmitted.

Asterisks may be entered for both the 'rscs-ID' and 'node-ID' if the target machine is on the
same VM system. Data transmission occurs then directly via the CP '‘MSG' command, instead
of via the MSG command of RSCS, and this will save some overhead.

Use of an asterisk for the RSCS machine's user ID only, with a valid node-ID specification, will
let the default RSCS userid be used, as specified in the SYSTEM NETID file.

userid
Is the userid of the virtual machine which is to receive and collect the transmitted data.
hh:mm
Defines the start and end times of the period during which performance data are to be sent
to the other machine. The time must be entered exactly as shown, that is, with two digits for
hours and minutes each, separated by a colon. The default period is from 08:00 to 17:00.
MO-FR
Specifies that data are to be sent only from Monday to Friday. This is also the default.
ALL
Specifies that data are to be sent during each day of the week.
MO TU WE TH FR SA SU

Specifies the days of the week for which performance data are to be sent. Any combination of
days is acceptable.

OFF
Indicates that automatic data transmission to another machine is to be stopped.

Query
Displays the current setting. This is the default if no further argument is entered.
RESet
Displays the currently defined RESET times for performance data, or it allows you to clear any existing
RESET times and to specify any number of new RESET times, optionally with automatic printing
and/or summary/trend file creation for selected performance data.
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Query
Displays currently defined RESET times.

CLEAR
Removes all of the currently active RESET times. Note that the initial RESET time of '00:00" will
always be set again whenever the CLEAR option is issued.

hh:mm:ss
Defines a new RESET time. The time can also be specified as hh:mm only (in which case '00'
seconds will be assumed) but hours, minutes and seconds must be specified with two digits each.
Multiple reset times can be entered, separated by blanks. The time entered must be between
00:00:00 and 23:59:59. Reset times following an invalid argument will be ignored.

Append suffixes xxx to the reset time to indicate what specific action is required:

R_P
Defines the start time for a new overall report period. This is the period used for the 'average'
setting.

R_I
Defines the start time for a new interim report period. This is the period used for the 'interim’
setting, where applicable.

R_S
Defines the start time for summary record generation.

R_T
Resets trend data counters.

P
Indicates the time at which an automatic PRINT ALL command is to be issued, to print all the
reports defined in file FCONX REPORTS (or in the 'reports' file defined by a previous 'FC SET
REPORTS ..! command).

I
Indicates the time at which an automatic print command is to be issued to print all the
INTERIM reports defined in file FCONX REPORTS (or in the 'reports' file defined by a previous
'FC SET REPORTS .. command).
Note that automatic printing of INTERIM reports in fixed intervals can also be achieved by
means of the 'FC SET INTERIM .. command.

T
Indicates the time at which new trend records are to be generated. The type and number of
trend records to be generated can be defined in file FCONX TRENDREC, or in the TRENDREC
file defined by a 'FC SET TRENDREC ..' command.

S

Indicates the time at which new summary records are to be generated. The type and number
of trend records to be generated can be defined in file FCONX SUMREC. or in the SUMREC file
defined by a 'FC SET SUMREC ..' command.

If no suffixes are appended the default action is a full reset for all periods, i.e. the equivalent of
appending all of the 'reset' suffixes R_PR_IR_TR_S

(MERge
Indicates that the actions specified for a specific time are to be merged with any other previously
specified actions for the same time, that is, the previously-specified actions and the new actions
will be executed.

Note: When using the FC MONCOLL RESET command, the (MERGE option should not be specified
when setting the time to 00:00:00, as this is the default RESET time. The (REPLACE option (the
default) should instead be used to set/replace any RESET times to 00:00:00.

(REPlace
Indicates that the reset actions specified for a specific time are to replace any previously specified
actions for the same time, that is, only the new actions will be executed. This is the default.
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If print output has been selected together with reset, average data will be calculated just prior to
resetting, and these average values will be printed. Message number 371 will be shown to indicate the
switch to average displays if Performance Toolkit is in monitor mode at this time.

Multiple FC MONCOLL RESET commands can be entered: all of the reset times entered since the last
CLEAR will be active. An initial RESET time of '00:00' will always be set, and this time will also be set
again whenever the CLEAR option is issued.

SEGout
Indicates that the formatted output collectors are to be turned on or off, where:

ON
Will turn on the formatted output collectors.

segname
Indicates the name of the shared segment where the calculated values from the Performance
Toolkit reports will be stored. PERFOUT is the default segment name.

Note: A default PERFOUT segment, with a default size, is defined during system installation. If
you wish to define a larger size for this segment, or to define the segment with a different name,
please consult the Performance Toolkit Program Directory.

OFF
Will turn off the formatted output collectors.

Query
Displays the current setting on the command line. This is the default if no further argument is
entered.

Systemid
Defines the type of system-identifier which is to be inserted into the header line of all performance
monitor displays.
Cpuid
Will cause the CPU-ID to be inserted. This serial number is usually the real hardware CPUID, but it
can be overwritten by directory statement or by the CP SET CPUID command.

Nodeid
Specifies that the RSCS node-ID of the system is to be used as identifier. If many different
systems are to be monitored by the same person, use of the RSCS node-ID allows much easier
identification of the systems than the CPUID.

The RSCS node-ID is determined by looking for the corresponding entry in the SYSTEM NETID file.
It cannot be set if no entry exists.

XXXXXXXX
Specifies that the string xxxxxxxx is to be used as identifier.

Vmcf
Indicates that the VMCEF interface is to be activated or de-activated, where

ON
Activates the VMCF interface.

OFF
Deactivates the VMCF interface.

Query
Displays the current setting on the command line. This is the default if no further argument is
entered.

The VMCF argument is valid only when permanent data collection has previously been activated.

WEBserv
controls the activation/deactivation of the Web Server function for performance data retrieval via the
Internet and standard Web Browsers. It also allows to set the maximum allowed number of web
connections and the timeout for inactive web sessions.
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ON
Specifies that the Web Server interface is to be activated. Further arguments can specify details, if
the defaults are not acceptable:

SSL
Specifies that a secure connection will be used.

TCPIP tcpid {port}
Defines the userid of the TCP/IP service machine that provides access to the TCP/IP network,
and, optionally, also the port number to be used. tcpid is the user identification of the TCP/IP
machine, and port is the port number.

If not specified, the default port number of 81 will be used, and if the name of the TCP/IP
service machine is not specified either it is assumed that the standard name TCPIP can
be used. Note that the port number argument is positional. The TCPIP userid must also be
entered if a port number is to be defined.

OFF
Indicates that the Web Server interface is to be deactivated.
Query
Displays the current setting. This is the default if no further argument is entered.
Maxconn
Controls the maximum allowed number of web connections to Performance Toolkit. The default is
10 connections.

ccc
Sets this number as ccc, where ccc can be in the range of 1-999.
Query
Displays the current setting on the command line. This is the default if no further argument is
entered.
Timeout

Controls the time period after which the user of an inactive session will be requested to enter his
logon credentials in order to continue working. The default is 30 minutes.

ttt
Sets this timeout as ttt minutes, where ttt can be in the range of 1-1440.

OFF
Disables timeout checking.

Query
Displays the current setting on the command line. This is the default if no further argument is
entered.

Usage

» For PERFLOG:

1. To generate a record at each monitor interval from 9:00 am to 5:00 pm each day, issue:
FC MONCOLL PERFLOG ON 09:00 17:00 ALL

2. To generate a record at each monitor interval throughout the day, issue:
FC MONCOLL PERFLOG ON 00:00 00:00 ALL

» For RESET:

1. All the reset and action specifications must be directly appended to the time, i.e. use the string
10:00R_P to force a reset of the 'average' period at 10:00:00.

2. The 'P, 'T", 'T' and 'S’ suffixes also imply the corresponding reset actions '‘R_P', 'R_I', 'R_T'and 'R_S'
but reports will be printed, and history file records built, before resetting the counters.
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3. If multiple reset or action specifications are to be entered for the same time they can simply be
appended after each other in any sequence, without any intervening blanks. You would use the
string 11:00: 00R_STP to start a new 'summary' file period at 11:00:00 and to also build new trend
records and print reports for the 'trend' and 'average' periods ending at 11:00:00.

4. At least one reset action per day will automatically be enforced for each of the P, I, T, and S periods.
This default reset occurs at midnight for any period for which no explicit reset time has been entered.

See the "Resetting Performance Data / Defining Periods" section in the z/VM: Performance Toolkit Guide
for a general description of the different periods and their uses.
- For WEBSERV:

See the "Preparing the Performance Toolkit, Internet Interface" section in the z/VM: Performance Toolkit
Guide for a detailed explanation of using the Internet interface.
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FCONTROL MSGCLEAR

Purpose

The FCONTROL MSGCLEAR subcommand specifies whether CP messages and Performance Toolkit action
messages are to be kept on the display when the screen is cleared (CLEAR command, CLEAR PF-key or

PA2-key).
Format
Query
»— FControl — MSGClear NONE
NOCpmsg
ALL
Parameters
Query
Displays the current MSGCLEAR setting. This is the default if no further argument is entered.

ALL

Specifies that all screen lines are to be cleared, regardless of their contents (i.e. including CP
messages and Performance Toolkit 'action' messages). 'ALL' is the initial setting.

NOCpmsg
Indicates that CP messages are not to be removed from the screen by the CLEAR function. CP
messages can then be cleared only by means of the 'DELETE' or 'REPLY' commands.

NONE
Specifies that neither CP messages nor Performance Toolkit action messages are to be cleared from
the screen by the CLEAR function. Both CP messages and action messages can then be cleared only
by means of the 'DELETE' or 'REPLY' commands.
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FCONTROL MSGWAIT

Purpose

The FCONTROL MSGWAIT subcommand specifies how many minutes a message may be left pending on
the screen before the operator gets additional notification.

Format
Query
»w— FControl — MSGWait % nl }N
OFF
Parameters
ni

Specifies the number of minutes that may elapse before an additional information message is
displayed. Minimum is 1 and the highest value accepted is 60.

OFF
Disables the function. This is also the initial setting.

Query
Inserts and displays the current MSGWAIT setting on the command line. This is the default.
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FCONTROL NUMBERS

Purpose

The FCONTROL NUMBERS subcommand specifies whether line numbers are to be shown on the left hand
side of the screen output area or whether they are to be omitted.

Format

E ON
»— FControl — NUmbers OFF

Parameters

ON
Indicates that line numbers are to be inserted.

OFF
Indicates that no line numbering is desired.

Chapter 1. Performance Toolkit Subcommands 65



FCONTROL PFKEY

Purpose

The FCONTROL PFKEY subcommand inserts the command text specified into the internal PF-key tables of
Performance Toolkit (separate tables are kept for basic mode, re-display mode and performance monitor
mode). Pressing a PF-key will cause the command text from the table corresponding to the current mode

to be executed as if it had been entered on the command line.

Format

»— FControl — PFkey

IMMed

(— Query — ALL — BASMODE ﬁ

J_ BASMODE j
MONMODE

Query L nl _J
ALL

(— BASMODE j
- L J nl Arguments |—'
SET h MONMODE j
FUNCTION

Arguments for BASMODE and MONMODE

ol
L

—— BOttom —

—— Forward —

Help

Left

Print

Quit
M Redisp —

M— RETurn —

\— RIght —

Save

_Top JES—

j ‘command’ j—N
DELayed J L NODISP
Arguments for FUNCTION

»w—~— Backward ——»«

Parameters

SET

Indicates that a a new function is to be assigned to a PF-key. This is optional.
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Query
Indicates that the current PF-key settings are to be displayed. The reply will be inserted into the
command line if a single PF-key is queried, or into the output area of the basic mode screen if all
PF-keys are queried.

nil
Specifies the number of the program function key that is to be defined or queried. Valid PF-key
numbers are 1-24.

ALL
Indicates that all PF-key settings are to be displayed. 'ALL" is valid only in conjunction with the
'QUERY' argument. Note that the output for the 'ALL' argument will be inserted into the basic mode
screen; it cannot be viewed while in redisplay or performance monitor mode.

BASMODE
Specifies that a PF-key function for use in 'basic' mode is to be assigned or queried.

FUNCTION
Specifies that a common PF-key function is to be assigned (e.g. HELP, QUIT, or scrolling functions for
which the same PF-keys are to be used in basic, redisplay and performance monitor mode).

PF-key FUNCTIONSs will automatically be assigned to all PF-key tables where the corresponding
function is meaningful, overlaying any commands which had previously been assigned to the
corresponding PF-key. If the same function had previously been assigned to another PF-key within the
same range of 1-12, or 13-24, the previous PF-key function assignment will automatically be cleared;
i.e. a certain function can be assigned only to one PF-key in a 1-12 and/or 13-24 group.

MONMODE
Specifies that a PF-key function for use in performance monitor mode is to be assigned or queried.

Arguments for defining basic mode or monitor mode PF-keys:

IMMed
Command is to be executed immediately when the PF-key is pressed. This is also the default value.
Argument valid for defining PF-keys in basic mode and performance monitor mode only.

DELayed
Command text is to be inserted in the command line when PF-key 'n1' is pressed so that it can be
modified before pressing the 'ENTER'-key. This argument is valid for defining PF-keys in basic mode
and performance monitor mode only.

'command'
The command to be executed or inserted into the command line (do not enter the apostrophes). It will
be translated to upper case.

When using the 'DELAYED' option of the PFKEY command you can also insert a '¢'-sign (or whatever
sign occupies the X'4A' code position on your keyboard) anywhere in the command text. The cursor
will then be positioned at the location of the '¢'-sign after insertion of the text into the command
line (and the '¢'-sign removed) so that the command text can easily be modified. The cursor will be
positioned at the start of the command line if no '¢'-sign has been supplied.

NODISP
If the command text is 'NODISP' the corresponding PF-key is set up for the NODISP-function which
allows you to control the visibility of data entered after a CMS prompt ('ENTER:' in front of the
command line). The NODISP-function does not influence the visibility of normal commands entered
while the arrow '===>" is shown in front of the input area. After pressing the PF-key this input will
remain invisible while it is entered, and it will not be written to the console log. Only the normal input
area is set up for invisible input, data entered on the command line extension (bottom line with PF-key
assignments) will remain visible.

The command line will automatically be reset to normal display after entering one line of data, so that
the NODISP function will have to be activated again if several consecutive input lines are to remain
invisible. You can also reset the command line to normal display by pressing the PF-key a second time
(‘flip-flop'-action of the NODISP function) when the function has erroneously been activated.
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This feature allows the entering of passwords in basic mode for use, for instance, by EXEC procedures
without creating a security exposure. It is not meaningful when used in performance monitor mode.

Arguments for defining FUNCTION PF-keys:

Note that the functions specified will automatically be assigned to all applicable tables, as defined by the
characters 'B' (for basic mode), 'R' (for re-display mode) and 'M' (for performance monitor mode) in the
following list.

Backward
R+M, for scrolling backward (towards beginning of data).

The BACKWARD function is initially assigned to PF-keys 7 and 19.

BOttom
R+M, for scrolling to bottom (to end of data).

The BOTTOM function is initially assigned to PF-keys 5 and 17.

Forward
R+M, for scrolling forward (towards end of data).

The FORWARD function is initially assigned to PF-keys 8 and 20.

Help
B+R+M, for displaying HELP information.

The HELP function is initially assigned to PF-keys 1 and 13.

Left
R+M, for shifting display window to the left.

The LEFT function is initially assigned to PF-keys 10 and 22.

Print
M, for printing current performance display data.

The PRINT function is initially assigned to PF-keys 9 and 21.

Quit
B, to exit from Performance Toolkit.

The QUIT function is initially assigned to PF-keys 3 and 15.

Redisp
B+R+M, for re-displaying console log (basic and re-display mode), or general system performance
data (performance monitor mode).

The REDISP function is initially assigned to PF-keys 2 and 14.

RIght
R+M, for shifting display window to the right.

The RIGHT function is initially assigned to PF-keys 11 and 23.

RETurn
B+R+M, for returning to previous level or mode.

The RETURN function is initially assigned to PF-keys 12 and 24.

Save
M, for saving GDDM graphics on disk (valid on graphics displays 'GRAPHxxx' only).

The SAVE function is initially assigned to PF-keys 6 and 18.

Top
R+M, for scrolling to top (to beginning of data).

The TOP function is initially assigned to PF-keys 4 and 16.

68 z/VM: 7.4 Performance Toolkit Reference



Usage

1. The PF-key definitions for the FCONXREP procedure are not affected by the 'FC PFKEY' command; you
will have to modify this procedure if you want to use different PF-keys.
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FCONTROL PROCESS

Purpose

This command allows definition of additional processing that is to be done when lines with certain
characteristics are received.

Format

Query

»d

»— FControl — PRocess —~—— CPMsg J 1 >«
L cPWng — EROCESS Deﬁnitioﬂ
Delete — nnn

—— CPOut —

M—— CPSmsg —
M—— VMOut —
M— CPAmsg —
M— CPEmsg —
M— CPImsg —
M CPSCif —
M— CPMSGN —

\— ERRmsg —

“— FCOnrme —~

PROCESS Definition

»tdl_J } datalj—{ Additional Data Options j—»
b 'datal' — REPlace — 'data2’

Display fldname —J
1
Nodisp

2
3

A 4

\ 4

»d
»4

f_ CPMsg 7
M Reroute — userid

CPMSGN

CPWng

CPSmsg

\—| Execute Specifications l—J

Additional Data Options
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& d2 'data2’
A I O S

INSert — d2 — 'data2’

Execute Specifications
Call fname >
»EExec FILE L NOTIFY J
Osrun — Passargs —

Parameters

The first argument indicates which type of output line is to be processed:

CPMsg
CP message

CPWng
CP warning

CPOut
CP command output line

CPSmsg
CP SMSG. Note that SMSGs will not automatically be received in IUCV format. You will have to enter
the command 'SET SMSG IUCV' first if you want Performance Toolkit to receive and handle SMSGs
(can also be included in the initialization file FCONX $PROFILE).

VMOut
Output line generated by the virtual machine (that is, CMS)

CPAmsg
CP message line that is treated as Performance Toolkit action message (i.e. contains preceding
carriage return characters).

See the "Action Messages" section in the "General System Operation" chapter of the z/VM:
Performance Toolkit Guide for more information.

CPEmsg
CP error message

CPImsg
CP information message

CPsSCif
Output line from another machine which we received via the Single Console Image Facility (SCIF)

CPMSGN
CP noheader message

ERRmsg
Performance Toolkit 'A'-type message

FCOnrme
Performance Toolkit exception message from a remote system for central monitoring

Note: Since these exception messages are not intended to be shown on the basic mode screen,
you cannot refer to it, or to the CP console log, to determine the original message layout, and the
displacements to be used for trapping a message. The format used is as follows:

text: nodeid : XXXXX XXXXXXXX XXXXXXXXX
A A
disp.: 0 10
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where:

nodeid
Is the RSCS node-ID of the originating system

XXXXX
Is the complete message text to be placed into the system's EXCPLOG file

that is, the format is similar to SCIF messages from another user on the same system.

Setting new PROCESS definitions: specify whether only certain lines should be processed which contain
special data at specific locations:

di
Is a number which indicates the displacement to the string. Enter an asterisk if any displacement is
accpetable.

Please note that the displacement usually refers to the original line received from CP. Further
processing by Performance Toolkit may insert additional data (message number, time stamp) in front
of the line, it may remove data (userid of SCIF messages after 'FC SECUSER' command) from the line
before it is shown on the screen, or the line may have to be split before it can be shown. The CP
console log contains the original line format and should be referenced in case of doubt.

Exceptions:

« CP messages (CPMSG) and warnings (CPWNG) are written to the CP console log by Performance
Toolkit preceded by a '>' sign which is to be ignored when calculating the displacement.

« Performance Toolkit 'A'-type messages are also written to the console log, but they will be preceded
by a '>'sign and a time stamp. The displacement must be calculated from the start of the actual
message line 'FCXxxxnnnx ...\

Indicates that additional processing is required only if the string is not found at the specified
displacement. The '=' operator can also be entered as 'NOT".

'datal’
The data string that should be looked for (requires quotes at the beginning and end of the string and
can include blanks, but it must not exceed a maximum length of 20 characters).

An asterisk can be specified to indicate that no data search is to be made, that is, that all output
lines of the type specified above should be treated in the same way. Note that specifying additional
logical operators (& or |) does not make sense if one of the data strings has been defined with an
asterisk. Although the definition will be accepted as long as the syntax is correct, the line will always
be processed if 'any data' has been specified for either the datal or data2 field.

&/ |
Logical operators which indicate that a second string is to be searched for and that the line is to be
processed if either both (for '&'") or any (for '|") of the strings have been found. You can also code 'AND'
for '&" and 'OR' for '|".

d2
Is a number which indicates the displacement to the second data string.

Indicates that the second string should not be found.

'data2'
The second data string that should be looked for.
INSert
Indicates that string 'data2' is to be inserted into the line at displacement d2. The remainder of the

original line will be shifted to make room for the inserted string. Note that the '=' or 'NOT' operators
are not allowed in conjunction with the data2 string after the INSERT argument.

REPlace
Indicates that part of the line contents are to be replaced as follows:
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- The string 'datal’is searched for. If found, the beginning of the selected line, up to and including the
string 'datal’, will be removed.

« When a second data string ‘data2' has been specified, this second string will be inserted in front of
the remaining text. Otherwise just the remainder will be shown.

Note that the '=' or 'NOT' operators are not allowed in conjunction with the REPLACE argument, and
that no displacement can be specified for the second data string.

This form of the FC PROCESS command is especially useful for removing message prologues, such as
the normal message header:

"hh:mm:ss MSG FROM userid: '

from messages generated by the RSCS machine, or the even longer prologues received when working
in @ machine which acts as logical operator for remote VM systems.

Display
The output line is to be displayed. Since this is the default anyway, you have to specify it only if the
line is to be displayed as some other line type (see 'fldname’).

Nodisp
The output line is not to be displayed. It will, however still be written to the console log file of
Performance Toolkit so that it can be re-displayed. Such lines will receive a '>' prefix character on the
redisplay screen to indicate that they were suppressed on the basic mode screen.

112]3
are optional 'suppression' classes which you can assign to a suppressed line. The SUPPRESS
option of the REDISP command then allows you to selectively suppress one or more of these
classes even in redisplay mode.

A class of 1 will be set by default if no explicit class is specified with the NODISP argument.

fldname
Can be any of the selectable output field names CPMSG, CPWNG, CPOUT, CPSMSG, VMOUT, CPAMSG,
CPEMSG, CPIMSG, CPSCIF and CPMSGN (but CPSMSG will be treated like CPMSG for output). If
omitted, the original output line type is assumed. Specification of a certain linetype will cause the
output line to be displayed with the color, highlighting and scrolling attributes of this new linetype.
Even when specified together with the 'NODISP' option, the color and highlighting will be changed
accordingly in redisplay mode.

Reroute userid:
The line received is to be sent to another virtual machine userid which must be logged on to the same
VM system. The line will be sent to that machine in the format defined by the next parameter.

CPMsg
The line is to be sent as CP message.

CPWng
The line is to be sent as CP warning (requires special privilege class!).

CPSmsg
The line is to be sent as CP SMSG.

CPMSGN
The line is to be sent as CP noheader message (requires special privilege class!).

Call fname
Command fname is to be stacked for execution (‘fname’ must be the file name of an EXEC procedure
or of a CMS modaule to be called).

Exec fname
Command 'EXEC fname' is to be stacked for execution ('fname' must be the file name of an EXEC
procedure).

Note that EXEC procedures can also be called by specifying the Call argument; the Exec argument
has been retained mainly for compatibility with previous FCON/ESA levels.
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Osrun fname
The load module fname is to be executed using the 'OSRUN' command (‘fname’ must be the name of
a load module in a CMS load library for which you have previously issued a 'GLOBAL LOADLIB ...'
command).

FILE
The output line being processed is also to be written to disk as file 'FILnnnnn PROCESS A3' with a
max. line length of 160. The file name is variable (the ‘nnnnn'-part is numeric and will be incremented
for each new file written in order to prevent duplicate names). It will also be passed to the module
or EXEC procedure being executed as first and only parameter, thus allowing the program to read the
output line for further detailed analysis. The FILE option will not be executed if Performance Toolkit
has previously found the A-disk to be full.

Please note that the file will automatically be erased when read for the first time (file mode 'A3"),
unless the same line is to be processed by multiple commands, in which case the file mode will be set
to 'Al', that is, you will have to delete it yourself after use.

Rename the file to another file mode number before reading it if it should be kept for later reference.
Do not, on the other hand, use the FILE option unless you really intend to read the line later on,
otherwise there may soon be dozens of unused files lying around on the A-disk.

Passargs
Indicates that the complete message line is to be passed to the called command as arguments, up
to a maximum length of 132 characters. Any characters in excess of this maximum length will be
truncated without notification.

Nothing will be passed on if neither the FILE nor the Passargs arguments have been entered.

NOTIFY
Indicates that the information line

Processing CMD 'fname xxxxx xxxxx'

Is to be displayed when the conditions for execution are met, and the corresponding command is
stacked for later execution. The string xxxxx xxxxx consists of the arguments passed to the command
during execution.

The command will be stacked and executed without an additional information line if the NOTIFY
argument is omitted, and the short form of the CMS 'Ready' message will not be shown either.

Querying PROCESS definitions:

Query
Indicates that all PROCESS definitions for the selected line type are to be displayed. They will be
shown together with a number prefix which you will need if you want to delete a specific definition.
This is the default operation if no further arguments are entered.

Deleting PROCESS definitions:

Delete nnn
Indicates that PROCESS definition nnn for the selected line type is to be removed. It will then no
longer be executed.
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FCONTROL RELOAD

Purpose

The FCONTROL RELOAD subcommand allows refreshing the in-storage copy of the data contained in the
matching disk file.

Format
»— FControl — RELoad AUTHoriz
E LINUXusr }
SYSTEMs
Parameters
AUTHoriz

Indicates that the remote data retrieval authorization file FCONRMT AUTHORIZ is to be reloaded.

Changes made to an FCONRMT AUTHORIZ file after starting PERFKIT will not become active before
restarting PERFKIT unless the file is explicitly reloaded.

LINUXusr
Indicates that the Linux system definition file FCONX LINUXUSR is to be reloaded.

Changes made to an FCONX LINUXUSR file after starting PERFKIT will not become active before
restarting PERFKIT unless the file is explicitly reloaded.

SYSTEMs
Indicates that the FCONRMT SYSTEMS file is to be reloaded.

Changes made to an FCONRMT SYSTEMS file after starting PERFKIT will not become active before
restarting PERFKIT unless the file is explicitly reloaded. Definitions for systems for which no
connections currently exist can be added, removed or altered. Connections for systems with active
connections will persist.

No attempt will be made to automatically activate the S&F interface. Use the FC MONCOLL VMCF OFF
and FC MONCOLL VMCF ON commands to attempt that.
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FCONTROL RMTLINES

Purpose

The FCONTROL RMTLINES subcommand allows setting a default value for the number of performance
data lines which are to be retrieved in remote performance data retrieval mode.

Format
(— Query ﬂ
»— FControl — RMTlines p<
ALL
nnn
— SCRNsize —/
Parameters
nnn
Specifies the number of lines which are to be retrieved
ALL
Indicates that all lines are to be retrieved. This is also the initial setting.
Query
Displays the current setting on the command line. This is the default if no further argument is entered.
SCRNsize

Sets the number of lines to be returned equal to the number of lines needed to fill the current screen.

Usage

1. This command must be entered in the Performance Toolkit session of the retrieving machine to be
effective. Every user can specify the number which is best suited for their personal needs. Entering
this command in the actual performance data collection machine will have no effect on the other users
which retrieve data from this machine.
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FCONTROL SCROLL

Purpose

The FCONTROL SCROLL subcommand allows changing the current basic mode scroll setting which is
displayed in the top right hand corner of the Basic Mode screen.

Format
AUTO 10
»— FControl — SCroll I_ 7 f_ ni —pd
L MAN —J
5
WAIT J_n2T
Query
. MSGS f_ T J
t - j
OFF
Parameters
AUTO
Indicates that scrolling is to be done automatically once the screen becomes full.
MAN
Indicates that the screen should be left locked when it becomes full until the 'ENTER'-key is pressed.
nil

Indicates the number of lines by which the screen should be shifted when it is scrolled (default
10 lines). The minimum is 1 and the maximum number that can be set is equal to the size of the

scrollable output area - 1.

WAIT
Means that the scroll wait time (the delay from the moment the screen has become full until it is

shifted) is to be changed.

n2
Specifies the number of seconds for the scroll wait time. The number specified must be between 0
and 60 seconds (default 5 seconds). Setting a scroll wait time of zero seconds causes immediate
scrolling of most output lines, but a minimum scroll wait time of one second will still be observed
when a command has been entered and the command line has reached the top of the screen. This
slight inconsistency in the handling of scroll wait times has been introduced in order to allow you to
freeze the screen temporarily and have a closer look at the output generated by the command, even
when normal scrolling is immediate.

Only the delay for future scroll waits will be changed, a pending scroll wait will not be affected.

MSGS
Controls the autoscrolling of the priority CP messages. The default setting — used when FCONTROL
SCROLL MSGS has not been issued — is OFF, which indicates that none of the CP messages will be
automatically shifted out of the screen when it becomes full.

Query
Displays the current MSGS setting on the command line. QUERY is the default when you issue

FCONTROL SCROLL MSGS with no other parameters.
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ON
Indicates that the priority CP messages should be automatically shifted out of the screen when it
becomes full. FCONTROL SCROLL MSGS ON can be used to prevent screen locking due to the screen
filling up with CP messages.

OFF
Indicates that the autoscrolling of the priority CP messages should be disabled. If this setting is in
effect and the screen fills up with the CP messages, scrolling is disabled and the message Screen
locked - Delete some messages is shown in the center of the top line. When this happens, you
need to delete some messages so normal operation can continue.
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FCONTROL SEARCH

Purpose

The FCONTROL SEARCH subcommand defines the command search order to be used when a non-
Performance Toolkit command is entered without a 'CP' or 'CMS' prefix.

Format

»— FControl — SEarch

Parameters

Query
Displays the current search order setting in the command line. This is the default if no further

argument is entered.
CMSCP

Indicates that the default command search order to be used is PERFKIT ==> CMS ==> CP. This search
order is similar to the search order that is normally used in CMS machines.

CPCMS
Indicates that the default command search order to be used is PERFKIT ==> CP ==> CMS. It is to be
preferred, for performance reasons, in machines where CP commands are predominant. This is also
the initial setting.

Chapter 1. Performance Toolkit Subcommands 79



FCONTROL SECUSER

Purpose

The FCONTROL SECUSER subcommand tells Performance Toolkit that it is to act as a secondary console
for another machine. Performance Toolkit will then:
- Indicate the name of the machine in the top line of the screen

- Automatically insert the command "SEND userid " at the beginning of the command line, so that you
no longer have to enter it yourself. The "SEND userid " prefix can be overtyped or deleted if other
commands are to be entered which should be executed directly.

« Remove all of the "userid : " prefixes from SCIF output lines so that the output format is the same as on
the original machine.

These functions make sense only if the machine where you enter the SECUSER command is more or less
dedicated to operating the other virtual machine.

Format

[ OFF 1
»— FControl — SECuser userid L _J »<
prefix

Parameters

userid
Is the user identification of the other machine for which we act as a secondary console.

prefix
Is an additional command prefix that is to be inserted into the command line.
Usage

1. When working with RSCS Version 2 or 3, you might specify RSCS for the prefix. This would cause the
SEND userid RSCS command string to be inserted and thus eliminate the need to manually type in
the prefix whenever an RSCS command has to be entered. OFF disables the function.
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FCONTROL SETEVENT

Purpose

The FCONTROL SETEVENT subcommand allows defining the weekday(s) and the time at which specific
events are to take place. It is intended to help in automating certain tasks related to the PERFSVM
machine, but can also be used for general automation tasks on systems where no other tool is available
for the automatic execution of timer driven events.

Format
»— FControl — SETEvent —»
- Query ~
J_ ALL T
> day hh:mm command —p»<«
L ONCE J L TIME J L 24:mm j
DATE — mm/dd

- DELete — nnn o
Parameters
DATE mm/dd

Defines a specific day on which the event is to take place. The date format mm/dd must be exactly
as shown. (i.e. two digits each for the month and the day, separated by a slash.) A DATE specification
implies a once only execution. (i.e. the event will be removed from the table after execution.)

ONCE
Indicates that the event is to take place one time only.

day
Defines the weekday(s) on which the event is to take place. A combination of any number of the
following strings can be entered, separated by blanks. Their meaning is:

ALL
The event is to take place on all weekdays
M-F
The event is to take place on the workdays Monday to Friday only

MON
The event is to take place on Mondays

TUE

The event is to take place on Tuesdays
WED

The event is to take place on Wednesdays

THU
The event is to take place on Thursdays

FRI
The event is to take place on Fridays

SAT
The event is to take place on Saturdays

SUN
The event is to take place on Sundays
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Specifying the 'days' M-F SAT, for instance, will let the event take place on all days except Sunday.
DELete nnn

Removes the event with number nnn from the chain of events.

Use the 'Query' argument of the command for listing the currently defined events and their numbers.
Query

Indicates that all currently defined events are to be displayed. This is the default.

TIME hh:mm
Is the time when the event is to take place. The TIME argument is optional. The format must be
exactly as shown, i.e. two numbers each for hours and minutes, separated by a colon.

If the hour hh is specified as 24 the corresponding event will be scheduled at mm minutes past each
full hour of the day.

command
Is the command which is to be executed at the selected moment. Note that the command entered will
be stacked for execution like any other command entered from the command line, i.e. do not forget to
add 'CMS', 'EXEC' or 'CP' prefixes as required.

Usage

1. You will have noted that the highest resolution is to minutes only, and that seconds cannot be entered.
This is due to the implementation of the facility which does not actually set additional timer events,
but checks during each of the standard internal one-minute cycles of the program whether the time
has been reached to execute another one of the set events. In other words, the command may be
executed with a delay of up to 60 seconds.

Examples

Entering the command
FC SETEVENT M-F SAT 09:00 CP MSG %= This is not a Sunday

will let the message 'THIS IS NOT A SUNDAY' be displayed at 9:00 AM on all days except on Sundays.
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FCONTROL SETTINGS

Purpose
The FCONTROL SETTINGS subcommand allows setting some general defaults.
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Format

»— FControl SETtings —

BYtime J— nn,

HISTFile

Query

MINutes
n —E SEConds

Query
[— NEW 7

—

t o j
BOTH

INTerim J— nnn

[ MINutes
SEConds
"

MAXDevs nnn
L OFF —J
Query
MAXUsers I— nnn W
L OFF —J
Query
PAGEsize [— nnn W
L OFF —J
‘ Query
[— LISTING A1 ﬁ ‘
—— REPfilid fn
Al
ft
fm
‘ Query
[— REPORTS * ﬁ ‘
—— REPOrts fn
*
It
fm
’ Query
[— FCXSUM A1 ﬁ ‘
— SuMfilid fn
L Al
ft
fm
’ Query
[— SUMREC * ﬂ ‘
— SUMRec fn
L *
ft
fm
SYStem — any_string
L
————— SYSTEMId temid
Query
‘ [— FCXTREND A1 j ’
M TRDfilid fn

Ly

Query

TRENDREC *
[ 1

“— TRENDRec ‘ fn
L ft HJ
fm
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Parameters

BYtime
Defines the time interval to be reported by each line of a 'by time' log. A new line will be created for
each monitor sample interval if no BYTIME value has been set.

nnn
Specifies the length of time interval in seconds or in minutes. The default is in minutes.
Query
Inserts and displays the current BYTIME setting on the command line. QUERY is the default.
HISTFile
Indicates that the performance history log file(s) to be created will be defined, where
NEW
Indicates that only the new extended history log files are to be created (file types HISTLOG and
HISTSUM)
OLD
Indicates that only the old extended history log files are to be created (file types PERFLOG and
PERFHIST)
BOTH

Indicates that both the old and new history files are to be created.

BOTH has also been chosen as the initial default setting to ease migration, but you should be
aware that all of the data available in the old PERFLOG/PERFHIST files is also available in the new
files.

Query
Inserts and displays the current HISTFILE setting on the command line. QUERY is the default.

INTerim
Defines the length of fixed 'interim' periods, used for calculating 'interim' averages for many displays
after entering the 'INTERIM' subcommand.

nnn
Specifies the length of the time interval in seconds or in minutes. Minutes is the default.

Note that time intervals smaller than the monitor sample interval cannot be reported. The 'interim'
intervals are synchronized to start with the beginning of the current 'report' period, used for
displaying 'average' data.

MAXDevs
Indicates that the maximum number of I/O devices which are to be included on printed reports is to
be set or queried, where

nnn
Is the maximum number of I/O devices to be included

OFF
Indicates that the number of included I/0 devices should not be limited

Query
Inserts and displays the current MAXDEVS value on the command line. QUERY is the default.

MAXUsers
Indicates that the maximum number of users which are to be included on printed reports is to be set
or queried, where

nnn
Is the maximum number of users to be included

OFF
Indicates that the number of included users should not be limited

Query
Inserts and displays the current MAXUSERS value on the command line. QUERY is the default.
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PAGEsize
Indicates that the default page size is to be set or queried

nnn
Is the maximum number of lines to be printed per page

OFF
Indicates that no page size limit is to be used, i.e. performance reports are to be printed with just
one initial header

Query
Inserts and displays the current PAGESIZE value on the command line. QUERY is the default.
REPfilid
Indicates that the report file ID for 'printing' performance reports to disk is to be set or queried, where
fn
Is the disk file name
ft
Is the disk file type. A file type of LISTING will be used if no explicit file type is entered.
fm
Is the disk file mode. A file mode of A1 will be used if no explicit file mode is entered.
Query
Inserts and displays the current REPFILID setting on the command line. QUERY is the default.
REPOrts

Indicates that the file identification for the 'reports' control file referred to by the 'PRINT ALL'
command is to be set or queried, where:

fn

Is the disk file name.

ft
Is the disk file type. A file type of REPORTS will be assumed if no explicit file type is entered.

fm

Is the disk file mode. A file mode of * will be used if no explicit file type is entered.

Query
Inserts and displays the current REPORTS setting on the command line. This is the default.

File FCONX REPORTS will be looked for if no alternate print control file ID has been set.

SUMfilid
Indicates that the (initial) file identification for the 'summary' output file is to be set or queried, where:
fn
Is the disk file name.
ft
Is the disk file type. A file type of FCXSUM will be used if no explicit file type is entered.
fm
Is the disk file mode. A file mode of A1 will be used if no explicit file mode is entered.
Query

Inserts and displays the current SUMFILID setting on the command line. This is the default.

An initial file ID of systemid FCXSUM A1 will be used if no alternate file ID has been set, where the
system identification of the VM system is inserted for systemid. Be aware that the file type may be
automatically changed if an existing file with the same file ID already exists. Consecutive numbers
from '01' to '99' will be either appended to the file type if it is up to 6 characters long, or to the first 6
characters of the file type if it is longer, to create unique file identifiers.

SUMRec
Indicates that the file identification for the summary records control file is to be set or queried, where:
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fn

Is the disk file name.

ft
Is the disk file type. A file type of SUMREC will be used if no explicit file type is entered.

fm

is the disk file mode. A file mode of x will be used if no explicit file mode is entered.

Query
Inserts and displays the current SUMREC setting on the command line. This is the default.

File FCONX SUMREC =* will be looked for if no alternate summary records control file ID has been set.

SYStem
Allows specifying a character string which describes the VM system for which reports are to be
generated. The string entered will be included in the header part of all printed reports.

The maximum string length accepted is 64; the string will be truncated to this length if it is longer.

SYSTEMId
allows setting or querying a short system identifier which will be included on the right hand side of the
print header of all printed performance reports, where

systemid
Is a short (maximum eight characters long) character string which is to be inserted in the print
header to describe the VM system (usually the system-ID or the RSCS node-ID)

Query

Inserts and displays the current SYSTEMID setting on the command line. QUERY is the default.

TRDfilid

Indicates that the file identified for the 'trend' output file is to be set or queried, where:
fn

Is the disk file name.
ft

Is the disk file type. A file type of FCXTREND will be used if no explicit file type is entered.
fm

Is the disk file mode. A file mode of A1 will be used if no explicit file mode is entered.
Query

Inserts and displays the current TRDFILID setting on the command line. This is the default.

File systemid FCXTREND A1 will be created if no alternate file ID has been set, where the system
identification of the VM system is inserted for systemid.

TRENDRec
Indicates that the file identified for the trend records control file is to be set or queried, where:
fn
Is the disk file name.
ft
Is the disk file type. A file type of TRENDREC will be used if no explicit file type is entered.
fm
Is the disk file mode. A file mode of * will be used if no explicit file mode is entered.
Query

Inserts and displays the current TRENDREC setting on the command line. This is the default.
File FCONX TRENDREC = will be looked for if no alternate trend records control file ID has been set.
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FCONTROL TIMSTAMP

Purpose

The FCONTROL TIMSTAMP subcommand tells Performance Toolkit whether time stamps should be
included in front of each line on the basic mode and redisplay screens.

Format

»— FControl — TIMStamp T ON
OFF

Parameters

ON
Indicates that time stamps are to be inserted in front of new lines from now on.

OFF
Indicates that no time stamps are to be inserted in front of new lines.

Usage

1. Note that the time stamp setting affects only new lines; any previously entered or received lines will
not be changed.

2. The user acting as a system operator (who receives all the time-stamped system messages) will
usually have all command lines time-stamped by Performance Toolkit even without entering the FC
TIMSTAMP ON command. The command can be used there to prevent time stamps for command lines;
all other lines will not be affected.

3. The current TIMSTAMP setting affects the interpretation of all command lines, when a command is
re-executed. This can lead to unexpected results if a command was originally entered with TIMSTAMP
ON. Re-execution of the command with TIMSTAMP set OFF will cause the time-stamp prefix to be
interpreted as part of the command line.
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FCONTROL UCLASS

Purpose

The FCONTROL UCLASS subcommand allows you to define user classes for which separate averages are
to be calculated and displayed on user based screens.

Format

ﬁ Query ﬁ
»— FControl — UCLass >«
L userid — classname J

Parameters

userid
Specifies a user identification which is to be counted as part of the class classname.

The string userid can be

 The identification of a specific virtual machine, or

« A generic identification, containing wildcard characters '*' and/or '%' which are to be used in the
same way as for the CMS 'LISTFILE' command, to designate a set of users with similar userids.

classname
Defines the user class name which is to be inserted in the 'Userid' column on the line with the group's
averages. A maximum of eight characters are accepted, including blanks.

Query
lists the currently active user class definitions. This is the default.

Usage

1. UCLASS specifications become effective only for users logging on after they have been entered.
2. Multiple statements with the same user class name classname are allowed.

3. A specific virtual machine can only be part of one user class: The last matching class will be used,
where the scanning sequence is identical to the sequence in which the FC UCLASS commands were
entered.

This means that FC UCLASS statements should be entered in decreasing order of generality, to let the
most specific selection become effective.

Chapter 1. Performance Toolkit Subcommands 89



FCONTROL UPDTCMS

Purpose

The FCONTROL UPDTCMS subcommand defines the manner in which the screen is to be updated while a
CMS command is being executed under Performance Toolkit.

Format

Query

»— FControl — UPdtcms

Delayed

Immed

Parameters

Query
Displays the current setting on the command line (default).

Delayed
Indicates that all output lines are to be stacked and that the screen should be updated only when the
CMS command has ended, or if we enter a CMS console read state. This is the initial display mode, and
it also gives best performance.

Immed
CP lines will still be stacked first, but when CMS output lines are received they will immediately be
inserted into the screen, together with any stacked CP lines.

Be aware that 'immediately' can mean just that: lines may be shown immediately regardless of the
current screen contents, i.e. even if it is in use by another full screen application (no 'MORE..." status).

Usage

1. If the full screen application uses the CMS CONSOLE macro for handling its console I/O, no screen
update will take place before this application has terminated.
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FCONTROL UPDTSCRN

Purpose

The FCONTROL UPDTSCRN subcommand specifies whether console output lines are to be unstacked and
inserted into the basic mode screen in any mode, or only while the screen is actually in basic mode, thus
allowing you to view all output before it may be scrolled and disappear.

Format
Query
»— FControl — UPDTScrn %ASmode}—N
ANYmode
Parameters
ANYmode

Indicates that output lines are to be unstacked and inserted into the basic mode display regardless of
the current operating mode of Performance Toolkit. ANYMODE is also the initial setting.

BASmode
Indicates that output lines should be unstacked and inserted into the basic mode display only while
Performance Toolkit is actually used in basic mode too. All output will remain stacked while the
program is used in any non-basic mode.

Query
Indicates that the current setting is to be queried, and the result to be inserted into the command line

where you can modify it. This is the default operation if no further argument is entered.

Usage

1. Using ANYMODE mode has the advantage that new console output does not have to remain stacked
(and use a lot of virtual storage) if the screen is left in any non-basic mode (re-display mode, for
example) for a long time, thus preventing potential problems when storage is exhausted.

The disadvantage of working with the ANYMODE setting is that, after a long redisplay or performance
monitoring session, the user will not see output lines which have been received and already scrolled
before switching the display back to basic mode (although it will always be possible, of course, to view
such output in re-display mode).

2. Using the BASMODE setting will make sure that the user can see all output lines before they are
scrolled, but it can lead to loss of output data or even an abend when the machine's virtual storage is
completely filled up and new lines can no longer be stacked.

BASMODE corresponds to the standard operating mode of FCON/ESA prior to Version 2.3 where the
screen update mode could not yet be selected.
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FCONTROL USERBOTL

Purpose

The FCONTROL USERBOTL subcommand defines the contents of the bottom line for either the 'basic'
mode display, or for the initial system overview display in remote monitoring mode (shown after
FCONRMT command). When specified, the data entered will replace the default bottom line information
on the selected display.

Format
»— FControl — USerbotl BASIC >4
L FCONRMT —J L user data J
Parameters
BASIC
Indicates that the command refers to the bottom line of the basic mode display
FCONRMT

Indicates that the command refers to the bottom line of the initial system overview display of remote
monitoring mode. The other remote monitoring displays (performance data, exception log and history
data) are not affected.

'user data'
Is the character string that is to replace the default bottom line. The apostrophes are not required,
they will be assumed to be part of the data if entered. The maximum length allowed is 77 characters
for the basic mode display, and 78 characters for the remote monitoring display.

If user data is not entered, the bottom line will be reset to show the original default information again.
Note that the bottom line for the basic mode display is automatically split in two parts:

« The first part, where the PF-key assignments are originally shown, can be used as an extension of
the command line for entering long commands

« A second part which is defined as 'protected' and which cannot be overwritten.

The two parts are separated by a 3270 field definition attribute which will appear as a blank whose
position you cannot change.
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FCONTROL USERHDR

Purpose

The FCONTROL USERHDR subcommand defines a special user header line that is to be used instead of
Performance Toolkit's default 'idle' header line. When specified, the data entered will be shown in the
center of the top line as long as no special conditions (e.g. scrolling, CMS command active) arise that will
overlay it temporarily.

Format

»d

»— FControl — USERHdr L J >
user data

Parameters

'user data'
Is the character string that is to replace the default header line. The apostrophes are not required,
they will be assumed to be part of the data if entered. The maximum length allowed is 55 characters.

Usage

1. If no user data are entered, the header line will be reset to show Performance Toolkit's default
information again.
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FCONTROL USERVAR

Purpose

The FCONTROL USERVAR command allows the definition of 'user performance variables' for use with the
PLOTxxx and GRAPHxxx commands, and they will also be included in the variable correlation coefficients
display. These user variables will be calculated according to a formula you have supplied when defining
them, based on the original set of performance variables available in the selected source.

Format
(— ALL
( Query varname
»— FControl — USERVar »q
M Delete — varname ——
“— Set — varname DESCR — descr
UNITS — units
—fonnu/a
Parameters
Delete
Indicates that a user variable is to be deleted, where varname is the name of the user variable
Query
Indicates that the current definitions for one or several user variables are to be displayed, where
ALL

Specifies that all currently defined user variables are to be displayed

varname
Specifies the name of a single user variable which is to be displayed

Query is the default operation if no further argument is entered.

Set
Indicates that a new user variable is to be defined, or the definitions of a previously defined user

variable altered

varname
Is the name of the user performance variable that is to be defined.

= formula
Specifies the algorithm that Performance Toolkit is to use in calculating the new variable, where

formula can be a combination ofcthe following:

Performance variable names
The basis for further calculations. All variables available with the history log displays REDISP and
REDHIST are eligible for use as input in a formula.

Note that such variables must be entered with leading and trailing single quotes if they contain
characters which also have a mathematical meaning such as +, -, *, /, or (). Performance Toolkit
will treat these characters as mathematical operators otherwise and will, consequently, split
the variable name at such points, which could cause the resulting bits not to be recognized as
variables or to be treated as an entirely different variable.

Literals
Fixed numbers.
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Operators
The operations to be performed on the basic performance variables and literals. Valid operators

are
+ - %/
Parentheses

Specify the sequence in which the mathematical operations are to be performed.

The requested operations will be performed in the usual sequence as defined by the rules of algebra:
multiplications and divisions before additions and subtractions, and from left to right within the same
level of priority, unless parentheses force a different sequence.

DESCR
Defines a short description descr of the variable, with a maximum length of 16 characters.

This description will be included in the header line of plots and GDDM graphics when specified; a
question mark '?' will be shown instead if the description is missing.

UNITS
Specifies the units units for the variable, with a maximum length of 4 characters. This specification, as
the variable description above, will be used when creating graphics output. It is for information only; it
does not affect the calculation of the variable at all.

Usage

1. The specified formula will be checked for correct format. When errors are detected, you will receive
error messages and the variable definition will not be accepted.

Even for a mathematically-correct formula, you might not always see the expected results when you
specify the newly-defined variable name with a PLOTxxx or GRAPHxxx command, due to internal
restrictions:

- Allvalues are converted to short floating point format for the actual calculation. The result, however,
is kept as a binary fixed integer, with two decimals. This means that results must remain within the
range 0.01 to 20,000,000 or they are set to the respective limit of 0 or 20,000,000).

Make sure to keep your results within this range, by adding one final multiplication or division to your
formula if necessary.

« Note that the basic performance variables may sometimes have a value of zero. If your formula leads
to a division by zero (dividing by a performance variable whose value can be zero), the division is not
executed, leaving the original value intact. This avoids a division exception, but may cause incorrect
results to be shown.

You might be able to avoid divisions by zero by adapting your formula accordingly.
2. When one or more of the previously-listed conditions is found, this message is displayed:

FCXxxx4671 nnn zero-divide(s) avoided, mmm times maximum
exceeded

This always means that some values had to be changed to go on working, and it is your responsibility
to evaluate the impact on the resulting graphics.

Be aware that the set of available variables is smaller when the input comes from the redisplay buffer
or from old PERFLOG or PERFHIST files. User variables based on any variables that are only available
with the new HISTLOG and HISTSUM file format are not valid in this case.

Examples

Let us assume you are interested in the amount of CPU used per total number of transactions (trivial +
non-trivial), which could give you some indication on workload changes. The user variable CPU/TR with
the following definition would be the answer:
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FC USERVAR SET 'CPU/TR' = CPU / (100%('TR/S'+'NT/S'))

The result should be large enough (i.e. more than 0.01 seconds) to avoid loss of data due to the minimum
value mentioned in the 'Usage Notes' above. However, the value may be less than 0.1 second, resulting
in very coarse granularity since only multiples of 0.01 sec. can be shown. Displaying the number of
milliseconds per transaction instead of seconds would allow us to show more detail: just multiply the
result by 1000. This would change the formula to:

FC USERVAR SET 'CPU/TR' (CPU / (100%('TR/S'+'NT/S')) * 1000

or

FC USERVAR SET 'CPU/TR'

CPU%10 / ('TR/S'+'NT/S")

and should give satisfactory values even on fast processors.
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FCONTROL USRLIMIT

Purpose

The FCONTROL USRLIMIT command allows setting thresholds for user resource consumption, and you
can let the offending users' relative SHARE be automatically reduced in order to reduce their impact on
general system performance. You can set:

« Individual thresholds for specific users' resource consumption, and/or
« General thresholds for all users
and specify whether or not their relative SHARE is to be changed.

Alert messages will be generated when a threshold has been exceeded for more than a predetermined
time interval, and the relevant load fields on the general user display will be shown with special
highlighting (red, reverse video) if the display terminal supports extended color and highlighting. The
command is valid only when permanent performance data collection has been activated (command FC

MONCOLL ON).
Format
Query
»— FControl — USRIlimit J l >
i — i ——
- h o ﬂ
UR/S
Details

5/5
» J_ T >«
L t1/t2 J L HALVESHR J L Weight — www J
L RESET J

Parameters

userid
is the user identification of the virtual machine for which a threshold is to be set.

‘Wildcard' characters '*' and '%' can be used for creating generic entries which could apply to several
machines; they have the same meaning as for the CMS 'LISTFILE' command. Note that because a
wildcard entry could cause an override to a userid in a previous USRLIMIT entry, it is recommended
that the wildcard entries be the first entries in the USRLIMIT sequence of commands, following by any
non-wildcard entries.

Where an explicit entry with individual thresholds exists, only the individual thresholds will by applied
—i.e. if you have set an individual %CPU threshold for user MAINT, but no I0/S or UR/S thresholds,
then user MAINT's virtual I/O rate and UR I/O rate will not be monitored even if a general *-entry for
virtual I/O rates and UR I/O has been set too.

%CPU
Indicates that a threshold for the total CPU consumption is to be set

10/S
Indicates that a threshold for the virtual I/O rate is to be set
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UR/S
Indicates that a threshold for the total UR I/O rate is to be set, i.e. for the total I/O rate to virtual
readers, card punches and printers.

nnn
Is the threshold which is to be set for the selected resource (without any decimals)

t1
Is the initial period, in minutes, after which a first alert message is to be generated

t2
Is the period, also in minutes, after which the alert message is to be repeated if the threshold value
for the resource is still exceeded.

The actual intervals used for message generation depend also on the length of the monitor sample
interval. See 'Usage Notes' below for more information.

HALVESHR
Specifies that a user's relative SHARE is to be set to half the previous value whenever the conditions
for message generation are also met, i.e. the same t1/t2 intervals apply as for message generation.
This process is repeated, if necessary, until a relative SHARE value of 1 is set.

The argument will be effective only for users whose original relative SHARE (when Performance
Toolkit was started, or when they logged on) was equal to the default of 100. Users with another
relative SHARE, which have an absolute SHARE set, or which own a dedicated processor, are exempt
from automatic SHARE reduction. The assumption is that the special SHARE value was assigned for a
good reason, and that it should not be changed by this.

Note that the machine where Performance Toolkit is running must have been authorized to issue the
CP command 'SET SHARE ..." (requires privilege class A) in order to change users' relative SHAREs.

RESET
Specifies that a user's relative SHARE is to be reset to the original default value of 100:

« When the machine is found to be inactive (not in-queue), and
« When it has not exceeded any of the applicable user thresholds in the last interval.

The machine's relative SHARE value will never be increased again if the RESET argument has not been
specified.

Note that specifying RESET for one of the monitored resources (e.g. CPU) will let the users' SHARE be
restored to 100 also if it had been originally reduced because the threshold for another resource (e.g.
10/S) had been exceeded.

Weight www
Sets the 'weight' www of the exception when one of the set thresholds is exceeded, where www can
be any number in the range 0 to 255. If no argument is specified, a value of 10 will be set as a default
for the first FC USRLlimit command.

The WEIGHT specification is relevant only when a machine's exception data are sent to a central
monitor machine (activated via REMSEND argument of the FC MONCOLL command, see "Remote
Performance Monitoring Facility" in the z/VM: Performance Toolkit Guide for a description of the
central monitoring function). All applicable weights will then be added, and the result divided by 10
to obtain the exception severity code which will be used to set the color of the load bar in the central
monitoring machine.

Only one WEIGHT value can be set for all user thresholds: the last one specified will be used for
all of them. The 'weight' number for an exceeded user threshold will be added once per exceeded
threshold, i.e. it may be added several times if multiple thresholds have been exceeded.

Query
Lists all of the currently active USRLIMIT settings. Query is the default opertion if no further argument

is entered
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Usage

1. For performance reasons the applicable thresholds are copied to each virtual machine's internal
data buffer only once, either during PERFKIT initialization, or when the virtual machine logs on. All
USRLIMIT specifications must, therefore, be included in the initialization file FCONX $PROFILE in order
to become effective for all users.

2. Message generation and HALVESHR setting are coupled to the data collection interval (the monitor
sample interval), i.e. a message will be generated and the user's relative share halved during the first
data collection cycle after the initial or repeat intervals have elapsed. The actual intervals will thus
differ from the values set with t1 and t2 above, and the effect will be more marked if the monitor
sample interval is considerably longer than the t1 and £2 intervals.

Examples

After setting a threshold of 30% for the total CPU consumption of all users on the system with command:
FC USRLIMIT % %CPU 30 8/10

the following message could be generated when USERZ has exceeded this limit for more than eight
minutes:

User USER1 %CPU 34.8 exceeded threshold 30.0 for 8 min.

The message will be repeated after another 10 minutes unless the CPU consumption of user USER1 drops
below the threshold value in the mean time.

No further action is taken. By specifying the command with the '"HALVESHR' and 'RESET' arguments:
FC USRLIMIT * %CPU 30 8/10 HALVESHR RESET

you let the users' SHARE be divided by two whenever they have exceeded a threshold for the specified
interval. It will be restored to the original value of 100 once they are found to have become idle.

You can also intercept the message using the 'FC PROCESS ... command, and use it for triggering further
action (e.g. by calling an EXEC procedure which could do some additional analysis, send a warning
message to the user, or even FORCE it off the system).

See also the "User Monitoring" section in the z/VM: Performance Toolkit Guide for more information on
user threshold monitoring, and for hints on the use of the FC USRLIMIT command.
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Basic Mode Subcommands

All references to PF-key numbers pertain to the initial settings. Different PF-keys might have to be used if
you reassigned them.
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CLEAR

Purpose

The CLEAR command clears the screen. The operation of the CLEAR command for the clearing of CP
messages and Performance Toolkit action messages can be controlled by the ‘FC MSGCLEAR command’;
all lines will be cleared by default.

Format

»— CLEar -»«

Parameters

No parameters are allowed or tested for.

Usage

1. The CLEAR function can also be performed by pressing the 'CLEAR'-key or the PA2 key. The PA2-key
will clear only the scroll area lines and leave the command and bottom lines unchanged, while both the
'CLEAR' command and the CLEAR-key clear and reset the complete screen.
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CMS

Purpose

The CMS prefix indicates that the standard command search order is to be bypassed and the following
command executed as a CMS command. It causes the Remote CMS Command Execution Screen
(FCX123) to be displayed.

Format

»— CMS — 'CMS command' »<«

Parameters

'CMS command'
Is any valid CMS command or EXEC name (do not enter the apostrophes).

Usage

1. Do not attempt to activate any full screen application. Doing so will place the server machine in a full
screen mode session which you cannot end by sending remote commands.

You will have to logon to the server machine in order to exit from the full screen application if you have
inadvertently started one.

2. See also “BASMODE” on page 137 for a more user friendly method of executing commands remotely
(for APPC/VM sessions only).

Results
See “FCX123, Remote CMS Command Execution Screen — CMS” on page 470.
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Purpose

The CP prefix indicates that the standard command search order of Performance Toolkit is to be bypassed
and the following command executed as a CP command. It causes the Remote CP Command Execution
Screen (FCX122) to be displayed.

Only the '#CP' form of the command is accepted while a CMS console read is pending ('ENTER:' in front
of the command line), but no distinction between the two forms is made in the normal case when the
command line is preceded by the standard arrow.

Format

»— #CP — 'CP command' »«

Parameters

'CP command'
Is any valid CP command (do not enter the apostrophes).

Usage

1. CP MODE will be entered if no command follows, and the CP interface of Performance Toolkit will
then be disabled so that all command input and output is shown on the console as usual. Commands
entered in this mode will not be contained in the log of Performance Toolkit.

2. Enter 'BEGIN' to switch back to Performance Toolkit mode (required only if 'CP' has been entered
without a command following it).

3. Please note that even the '#CP' form is not intercepted by CP but has to be read and interpreted
by Performance Toolkit first. The command can, therefore, not be accepted while CMS programs are
running which have disabled I/0 interrupts from the console.

Results
See “FCX122, Remote CP Command Execution Screen — CP” on page 469.
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DELETE

Purpose

The DELETE command resets the message or action message lines specified so that they can be scrolled
again like any other line on the screen.

Format

»— Delete T nn j—N
nn-nn

Parameters

nn{- nn}
Defines the number(s) of the line(s) to be reset. When a range of numbers has been specified, all lines
whose numbers are within the defined range will be reset. The first line number of a range must be
one of the line numbers on the screen, while the second number can be any other number.

Usage

1. After resetting, the line's color and highlighting attributes will be changed to the ones defined for CP
output (CPOUT) and the '*' or '+' prefix removed, and the line will be scrollable.
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FCONAPPC

Purpose

The FCONAPPC command switches Performance Toolkit into APPC/VM remote performance monitoring
mode.

Format

ﬁ FCXRESOOMENU ﬁ
»— FCONAppc >
sysname
L display J

s&fname o
L system J

Parameters

sysname
Is either of the following;:

« A global APPC/VM resource name you want to connect to (for direct connections to a particular
server), or

« A nickname in a communications directory which describes the resource you want to connect to.
A default sysname of FCXRESOO will be assumed when the command is entered without an argument.

display
Is the selection command for a performance monitoring display which is to be retrieved. The initial

performance monitoring menu (MENU display) will be retrieved, by default, if no other selection is
made.

s&fname
Is either of the following:

« An APPC/VM system resource name for connecting to the local PERFSVM machine's store and
forward interface, or

« A nickname in a communications directory which describes the S&F system resource you want to
connect to.

system
Is the optional name of the system you want to connect to. The initial performance data menu for
the selected system will be shown if a valid system name has been specified; otherwise a system
overview menu with all accessible systems will be presented.

Usage

1. Although it is recommended to use the system-ID or the RSCS node-ID of remote systems as
nicknames, it may not always be possible to do so. Ask your systems administrator or check your
XxCOMDIR NAMES files to verify the sysname names to be used for connecting to the PERFSVM
machine on a specific VM system, or to the S&F interface on the local system.

2. The FCONAPPC command can also be entered from the FCONRMT system overview display.
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FCONRMT

Purpose

The FCONRMT command switches PERFKIT into remote performance monitoring mode, and causes the
System Load Overview Screen (FCX198) to be displayed.

Format
191 — B
»— FCONRmt >
L userid —J L
devno
Parameters
userid

Is the user identification of a central data collector machine which has been set up to continuously
collect performance data from other VM systems.

devno
Is the virtual device number of the central data collector machine's A-disk. Device number 191 will be
assumed if no other number is entered. The program will attempt to link to this disk as virtual device
number 1F1.

fm
Is the file mode with which the central collector machine's A-disk is to be accessed. Default file mode
is'B".

Usage

1. The FCONRMT command will always activate remote performance monitoring mode. Depending on the
machine where the command is entered, and on the command format used, different results will be
obtained:

« If the FCONRMT command is entered without further arguments in a machine which has been set
up to act as a central data collector machine for other VM systems, you will see an initial system
overview display which shows the status of all remote systems, and this display will allow selection
of other more detailed performance information for each of the monitored systems.

« If the FCONRMT command is entered with the userid and device number of a central data collector
machine, you will see a copy of the system overview display from the central collector machine,
and this display will automatically be updated in one-minute intervals. You can also display all
the additional more detailed data which has been collected in the central machine, and retrieve
additional data from the remote systems.

Note, however, that this display is based on the reading of files from another machine which may
update these files even while they are being read. The disk will be re-accessed before reading a file,
but errors are still possible. Just retry the command if an error has been found.

« If the FCONRMT command is entered without further arguments in a machine which does not act
as central data collector machine, you will just enter remote performance monitoring mode for
performance data retrieval, but no automatic updating will take place.

2. See the "Remote Performance Monitoring Facility" section in the z/VM: Performance Toolkit Guide for a
detailed description of remote performance monitoring.
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Results

See the "Using Remote Performance Monitoring" section in the z/VM: Performance Toolkit Guide for more
information on the System Load Overview Screen (FCX198).
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MODLEVEL

Purpose

The MODLEVEL subcommand allows you to display service level information for one or all parts in a
Performance Toolkit module.

Format

ﬁ MODULE — * ﬁ
»— MODLEVEL — module_fn

L module_ft Lf—md u:e_fmﬁ_j{

»
»

»d

L (SELECT — part_name J A

»
»

Parameters

module_fn
The file name of the module for which service level information is desired.

module_ft
The file type of the module for which service level information is desired. The default is MODULE.

module_fm
The file mode of the module for which service level information is desired. The default is *.

(SELECT part_name
Use this parameter to display the service level information for one specific part in the module. If not
specified, all parts in the module will be displayed.

Usage

= When you issue this subcommand to display the service level information for all parts in a Performance
Toolkit module, you will see a display as per the following example:

modlevel perfkit module a
SLVL FCXINI BASE
SLVL FCXBAS BASE
SLVL FCXBAN BASE
SLVL FCXBAF BASE

SLVL FCXOMV BASE
SLVL FCXOMX VM65432

In this example, all of the parts in PERFKIT MODULE have the original release's service level (BASE),
except FCXOMX, which was updated by APAR VM65432.

« When you issue the FC FCXLEVEL subcommand (“FCONTROL FCXLEVEL” on page 32) from within a
Performance Toolkit display screen, the Performance Toolkit program version, release, modification
level, and service level will be displayed. In addition, the service level information for each part
in the module used for the current invocation of Performance Toolkit (that is, as if the MODLEVEL
subcommand was issued for this module) will be written to the log.

108 z/VM: 7.4 Performance Toolkit Reference



HISTDATA

Purpose

The HISTDATA command creates a menu with detailed and/or summary performance data history files
to which you have access. The command is valid in both basic and performance monitor mode: please
see the description in the performance monitor mode commands section for more details (“HISTDATA” on

page 195).
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MONITOR

Purpose

The MONITOR command switches Performance Toolkit into performance monitoring mode, and causes
the Performance Data Selection Menu (FCX124) to be displayed. It is valid only in machines that are
allowed to execute DIAGNOSE codes X'04' and X'90', i.e. which have been given command privilege class
E.

Format

»— MONitor »«

Parameters

No parameters are allowed or tested for.

Usage

1. See section “Performance Monitor Mode Subcommands” on page 129 for subcommands valid in
performance monitor mode.

Results

The first screen shown in performance monitor mode is the Performance Data Selection Menu (FCX124).
See the "Operation in Performance Monitor Mode" chapter in the z/VM: Performance Toolkit Guide for
more information.
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MONSCAN

Purpose

The MONSCAN command allows you to select a CP monitor file on disk or tape (created by the standard
MONWRITE utility) as input for performance data analysis. When the specified file is found, a performance
data scan mode is entered which looks almost identical to the normal real-time monitoring mode and
which allows you to browse through the accumulated monitor data.

The MONSCAN monitoring mode can be also entered using the CMS Pipelines PERFKIT stage. To use
PERFKIT as a PIPE stage, the FCXPIP MODULE must first be run to install the PERFKIT PIPE stage. This
installation of the PIPE stage will last until CMS is re-IPLed.

Format

DISK
»— MONScan r T fn—ft >

*
[ W -
; TAPE — device Q L FROM — hh:mm J

Using PERFKIT as a PIPE stage:

»— PIPE — getmondatastage(s) — |— PERFKIT — MONScan >
L FROM — hh:mm J
Parameters
DISK
Indicates that a monitor data disk file is to be processed. The next few arguments describe the disk
file:
fn

Is the file name of the MONWRITE disk file

ft
Is the file type of the MONWRITE disk file

fm
Is the file mode of the MONWRITE disk file. Default file mode is '*', i.e. all accessed disks will be
searched for the specified file if the file mode is omitted.

TAPE
Indicates that a monitor data file on tape is to be processed, where

device
Describes the tape unit on which the monitor data tape has been mounted and which has been
attached to the virtual machine. It can be defined as either a virtual device number or as one of
the standard CMS tape unit names TAPn.

FROM hh:mm
Allows specifying a start time which is to be searched for, where the time must be specified in exactly
that format, i.e. 2 digits each for hours and minutes with a separating colon.

When found, the initial position for the data scan will be at the first batch of SAMPLE data which were
created at or after the start time hh:mm.
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getmondatastage(s)
The PIPE stage(s) used to get the monitor data and pass it to the primary input of the PERFKIT stage.
See the "Using CMS Pipelines as Monitor Data Source" section in the z/VM: Performance Toolkit Guide
for more information.
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QUIT

Purpose

A QUIT command entered in basic mode ends Performance Toolkit operation and returns the screen to
standard VM console mode.

Format

»— QUIT »«

Parameters

No parameters are allowed or tested for.

Usage

1. The same function is performed if you press PF3 or PF15.

2. You will have to enter the QUIT command twice if permanent performance data collection has been
activated (information message 192 will be shown after the first QUIT command). This is to prevent

loss of accumulated performance data if the QUIT command has been accidentally entered (wrong
PF-key pressed.).
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REDISP

Purpose

The REDISP command switches the screen into 'Re-Display'-mode for browsing through the accumulated
console log file (see the "Redisplay Mode" section in the z/VM: Performance Toolkit Guide as well as
“Redisplay Mode Subcommands” on page 119).

Format

»— REDisp yyyymmdd L >
ft
E fm j

f current CONLOG * ﬁ

[ [
>

LSUPpress J"
( L. U, J .J

Parameters

yyyymmdd

ft

fm

Is the file name of the log file. The current date is the default, which will also be assumed if an asterisk
(*) is entered for the file name.

Is the file type of the log file. The default file types are CONLOG (for the current log), or CONLOG1,
CONLOG2, or CONLOGS3 for previous log generations. They will be looked for in this order if no file type
is specified or if it has been entered as an asterisk.

Is the file mode of the log file. The default file mode is an asterisk (*), that is, all accessed disks will be
searched for the log file.

Only actual CONLOG files should be displayed in this way. Selection of other files is possible, but will
lead to unpredictable results.

Caution:

An explicit file mode is often specified because another user's Performance Toolkit log file is to be
re-displayed (the system operator's log, for example). If such a log is still active, the corresponding
minidisk should be re-accessed just before entering re-display mode, so that an updated version of
the minidisk directory is used. Even so, you may expect read errors after the log has been updated
again, and Performance Toolkit might even ABEND.

(SUPpress n

Indicates that one or more of the originally suppressed output line classes (controlled by FC
PROCESS) are to be suppressed in redisplay mode. Specify the classes which are not to be shown. Any
combination of the classes 1, 2, and 3 is accepted; they can be separated by blanks or entered as a
single string. None of the data lines in the console log will be suppressed if the option is omitted.

Usage
1. Re-display mode for the current log can also be entered by pressing PF2 or PF14.
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REPLY

Purpose

The REPLY command resets the message or action message line specified so that it will be scrolled again
(similar to the DELETE command) and then executes the command text specified.

Format

»— Reply — ninl-n2 — ‘command text' »«

Parameters

nl-n2
Are the line numbers that are to be reset (maximum 2 characters long).

When a range of numbers n1 - n2 has been specified, all lines whose numbers are within the defined
range will be reset. The first line number of a range must be one of the line numbers on the screen,
while the second number can be any other number.

'command text'
Is any valid command to be executed after resetting the screen lines specified (to be entered without
apostrophes.). The command text is assumed to begin with the first argument that is not a valid
screen line number.
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RETURN

Purpose

A RETURN command entered in basic mode ends Performance Toolkit operation and returns the screen to
standard VM console mode. It works exactly like the QUIT command.

Format

»— RETurn >«

Parameters

No parameters are allowed or tested for.

Usage
1. The same function is performed if you press PF12.

Note: You will have to enter the RETURN command twice if permanent performance data collection
has been activated (information message 192 will be shown after the first RETURN command). This
is to prevent loss of accumulated performance data if the RETURN command has been accidentally
entered (wrong PF-key pressed.).
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TRNDSCAN

Purpose

The TRNDSCAN command allows selecting a Performance Toolkit extended trend file on disk as input
for performance data analysis. When the specified file is found, a trend file scan mode is entered which
looks very similar to the normal real-time monitoring mode and which allows you to browse through the
accumulated trend file history data.

Format

FCXTREND *

»d

»— TRNDScan — fn j >«
Lﬁ [
Lfm J L FROM — yyyymmdd J

—

Parameters
fn

Is the file name of the extended trend data file (originally the system identification of the VM system
where the trend file was created).

ft
Is the file type of the extended trend data file. Default file type is 'FCXTREND', the original file type
used by Performance Toolkit when writing the trend file.

fm
Is the file mode of the extended trend data file. Default file mode is "', i.e. all accessed disks will be
searched for the specified file if the file mode is omitted.

FROM yyyymmdd
Allows specifying a start date which is to be searched for, where the date must be specified in exactly
that format, i.e. 4 digits for the year and 2 digits each for months and days.

When found, the initial position for the data scan will be at the first batch of trend records which were
created at or after the start date.
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'ENTER'

Purpose
Pressing the 'ENTER'-key without any input in basic mode:

« Locks the screen if it was in scroll wait with 'auto scroll' set on.

 Frees and scrolls a screen which had previously been frozen either by pressing '/ENTER' in 'auto scroll'
mode or because 'manual scroll' mode is active.

« Isignored if the screen was not in scroll wait.
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Redisplay Mode Subcommands

Only general subcommands and the following redisplay-specific subcommands are valid in redisplay
mode. Entering any other command in this mode will cause the screen to be switched back into basic
mode, and the command to be executed as CP/CMS command

All references to PF-key assignments are based on the initial default settings. Different PF-keys may have
to be used if the initial settings have been changed.
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BACKWARD

Purpose

The BACKWARD command scrolls the console log backwards. i.e. towards the beginning of the file. UP is
accepted as a synonym for the BACKWARD command.

Format

I D B W i
U p nl

Parameters

nil
Specifies the number of lines to be shifted. The default scroll value is screen size minus one.

Usage

1. Pressing PF7 or PF19 will also scroll the log backwards for the default number of lines.
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BOTTOM

Purpose

The BOTTOM command causes the end of the console log to be shown, which is the same as the initial
screen upon entering redisplay mode.

Format

»— BOttom >«

Usage
1. The end of the log file will also be shown after pressing PF5 or PF17.
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FORWARD

Purpose

The FORWARD command scrolls the screen forward, i.e. towards the end of the console log, for the
number of lines specified. NEXT and DOWN are accepted as synonyms for the FORWARD command.

Format

»w—~— FOrward —r—i—N
M Next — nl

~—— DOwn —~

Parameters

ni
Indicates the number of lines by which the console log is to be moved. The default scroll value is

screen size minus one.

Usage

1. Pressing PF8 or PF20 will also scroll the log forward for the default number of lines.
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LEFT

Purpose

The LEFT command displays the left side of the console log. This is also the initial setting after switching
into redisplay mode.

Format

»— Left >«

Usage

1. The same result can be achieved by pressing PF10.
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RETURN

Purpose

The RETURN command, when entered in redisplay mode, exits redisplay mode and returns to basic mode.

Format

RETurnj—N
QUIT

Usage

1. 'QUIT' is accepted as a synonym for the RETURN command.
2. The same function can also be performed by pressing PF12.
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RIGHT

Purpose

The RIGHT command displays the right side of the console log.

Format

»— RIght -»<

Usage

1. The same function can also be performed by pressing PF11.
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TOP

Purpose

The TOP command displays the beginning of the console log.

Format

»— Top >«

Usage

1. The beginning of the log will also be shown after pressing PF4 or PF16.
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/ (LOCATE)

Purpose

The LOCATE command searches the console log for the character string specified.

Format

/ 'string’ >«
[ -/ j

Parameters

/

Indicates a forward search. The search for the specified string starts with the current line + 1 and
continues until either the string is found or the end of the log file is reached. 'Current line' is the top
line for the first locate command, it is the line where the last string has been located for further locate
commands that immediately follow a previous successful locate command.

Indicates a backward search. The search starts with the current line - 1 and continues until either the
string is found or the top of the log file is reached.

'string'

Is the character string to be located (do not enter the apostrophes unless they are part of the string.).
The string and the console log records will be translated to upper case for the search. The output will
be scrolled, if necessary, to show the first record containing this string which will then be placed at
the top of the screen. The first string found in this record will be highlighted. It will be displayed with
reverse video on screens that support extended highlighting, on other displays the display intensity
will be changed. The log shown will be shifted right or left, if necessary, so that the beginning of the
located string is always visible.

Usage

1. The search may be continued by just pressing the 'ENTER'-key again.
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'ENTER'

Purpose
Pressing the 'ENTER'-key without any input will:

- Restart the search for the character string specified with the LOCATE command if the last command
entered was a 'LOCATE/, or it will

« Scroll the console log backward or forward for the default number of lines, depending upon whether a
BACKWARD or FORWARD command (or the corresponding PF-key function) was executed last.
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Performance Monitor Mode Subcommands

Only general Performance Toolkit subcommands and the following performance monitor-specific
subcommands are valid in performance monitor mode.

Note that most of the selectable performance displays are based on CP monitor data: data can be
calculated, and such screens selected, only if CP monitor data collection has previously been activated,
and if Performance Toolkit has been set up to retrieve monitor data.

All references to PF-key assignments are based on the initial default settings. Different PF-keys may have
to be used if the initial settings have been changed.
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AGELLOG

Purpose
The AGELLOG subcommand causes the Age List Log screen (FCX297) to be displayed.

Format

»— AGELlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX297, Age List Log Screen — AGELLOG” on page 809.

130 z/VM: 7.4 Performance Toolkit Reference



AUXLOG

Purpose
The AUXLOG subcommand causes the Auxiliary Storage Log Screen (FCX146) to be displayed.

Format

»— AUXlog -»<

Parameters

No parameters are allowed or tested for.

Results
See “FCX146, Auxiliary Storage Log Screen — AUXLOG” on page 509.
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AVAILLOG

Purpose
The AVAILLOG command causes the Available List Log Screen (FCX254) to be displayed.

This command applies only when reducing MONWRITE data gathered when running Performance Toolkit
against z/VM 6.2 or earlier data.

Format

»— AVAILlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX254, Available List Log Screen — AVAILLOG” on page 728.
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AVERAGE

Purpose

The AVERAGE subcommand allows many performance screens to be switched from a display of the last
'interim' interval's or the last sample's data to the display of averages based on all measurements made
since the last RESET.

Format

»— AVerage >«

Parameters

No parameters are allowed or tested for.

Usage

1. The AVERAGE subcommand affects all other performance displays that can show both current and
average data.

Average data will be shown immediately on all screens which are based on CP monitor data, but
average data for the other displays will be shown only when the next sample has been taken, so you
may see no immediate effect of the subcommand having been executed.

2. See the CURRENT subcommand (“CURRENT” on page 165) for an explanation of how to set the
screens back to their initial status, displaying 'current' data or the INTERIM subcommand “INTERIM”
on page 200 for displaying 'interim' data.
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AVLA2GLG

Purpose
The AVLA2GLG subcommand causes the Available List Data Above 2G screen (FCX295) to be displayed.

Format

»— AVLA2glg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX295, Available List Data Above 2G Screen — AVLA2GLG ” on page 806.
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AVLB2GLG

Purpose
The AVLB2GLG subcommand causes the Available List Data Below 2G screen (FCX294) to be displayed.

Format

»— AVLB2glg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX294, Available List Data Below 2G Screen — AVLB2GLG ” on page 804.
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BACKWARD

Purpose

The BACKWARD subcommand scrolls the selected performance monitor display backwards, i.e. towards
the top. UP is accepted as a synonym for the BACKWARD subcommand.

Format

up nn

Parameters

nn
Specifies the number of lines to be shifted. The default scroll value is the number of performance
data lines (excluding header lines) of the current monitor display minus one, i.e. it depends on the

performance display being viewed.

Usage

1. Pressing PF7 or PF19 will also scroll the data backwards for the default number of lines.

136 z/VM: 7.4 Performance Toolkit Reference



BASMODE

Purpose

The BASMODE subcommand causes the Remote Basic Mode Screen (FCX186) to be displayed. It is valid
only for remote performance monitoring sessions using APPC/VM, and will be accepted only if the user
has been given CMD authorization on the remote system.

Format

»— BASMode »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX186, Remote Basic Mode Screen — BASMODE” on page 593.
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BENCHMRK

Purpose
The BENCHMRK subcommand causes the Benchmark Overview Menu (FCX173) to be displayed.

Format

»— BENchmrk -»«

Parameters

No parameters are allowed or tested for.

Results

See the "Benchmarking Objects" section in the z/VM: Performance Toolkit Guide for more information on
this screen.
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BFSFILES

Purpose
The BFSFILES subcommand causes the Byte File System File Activity Log (FCX190) to be displayed.

Format

»— BFSFiles »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX190, Byte File System File Activity Log Screen — BFSFILES” on page 599.
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BFSLOCKS

Purpose
The BFSLOCKS subcommand causes the Byte File System Locking Activity Log (FCX192) to be displayed.

Format

»— BFSLocks —»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX192, Byte File System Locking Activity Log Screen — BFSLOCKS” on page 604.
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BFSPIPES

Purpose

The BFSPIPES subcommand causes the Byte File System PIPEs and Linking Activity Log (FCX191) to be
displayed.

Format

»— BFSPipes »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX191, Byte File System PIPEs and Linking Activity Log Screen — BFSPIPES” on page 601.
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BOTTOM

Purpose

The BOTTOM subcommand causes the last part of the selected performance monitor data to be shown.

Format

»— BOttom >«

Usage
1. The bottom part of the current display's data will also be shown after pressing PF5 or PF17.
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CACHDBSE

Purpose
The CACHDBSE subcommand causes the CU-Cached Disks Screen (FCX111) to be displayed.

Format

»— CACHdbse —»«

Parameters

No parameters are allowed or tested for.

Usage

1. The whole analysis is based on counters which are updated within the cached control units. These
counters reflect the load and behavior of specific disks, but they do not tell where the I/O came from.
If several systems share a device, the total of all activity on the disk is displayed, and not just the I/Os
from the system which is doing the analysis.

The same problem exists for systems which are running second level — an analysis by the second level
system will include any I/0O activity to the same devices from the first level system.

2. Second level systems may face an additional problem: since they only have one path to each device,
they will retrieve data only from one cached control unit director. If a device is connected to the first
level system over two paths and two different control units (e.g. 3880-23), the first level system may
pass the data retrieval request randomly to either of the two control unit directors. Figures obtained by
the second level system in this way will tend to be reasonably correct in the long run, but cannot be
relied on for single intervals.

Results
See “FCX111, CU-Cached Disks Screen — CACHDBSE” on page 428.
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CACHDLOG

Purpose

The CACHDLOG subcommand causes the Control Unit Cache Log Screen (FCX169) to be displayed for the
selected disk.

Format

»— CACHDLog — devno »«

Parameters

devno
Is the device number of the disk for which the Control Unit Cache Log Screen (FCX169) is to be

displayed.

Results
See “FCX169, Control Unit Cache Log Screen — CACHDLOG” on page 552.
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CACHELOG

Purpose

The CACHELOG subcommand causes the Cache Extended Functions Log Screen (FCX184) to be displayed
for the selected disk.

Format

»— CACHELog — devno »«

Parameters

devno
Is the device number of the disk for which the Cache Extended Functions Log Screen (FCX184) is to

be displayed.

Results
See “FCX184, Cache Extended Functions Log Screen — CACHELOG” on page 587.
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CACHEXT

Purpose
The CACHEXT subcommand causes the Cache Extended Functions Screen (FCX177) to be displayed.

Format

»— CACHExt »«

Parameters

No parameters are allowed or tested for.

Usage

1. The whole analysis is based on counters which are updated within the cached control units. These
counters reflect the load and behaviour of specific disks, but they do not tell where the I/O came from.
If several systems share a device, the total of all activity on the disk is displayed, and not just the I/Os
from the system which is doing the analysis.

2. The same problem exists for systems which are running second level. An analysis by the second level
system will include any I/0 activity to the same devices from the first level system.

Results
See “FCX177, Cache Extended Functions Screen — CACHEXT” on page 569.
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CHANNEL

Purpose
The CHANNEL subcommand causes the Channel Load Screen (FCX107) to be displayed.

Format

»— CHannel »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX107, Channel Load Screen — CHANNEL” on page 410.
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CMS

Purpose

The CMS subcommand prefix must be used when entering a CMS command in performance monitor
mode.

Format

»— ‘CMS command' »«

Parameters

'CMS command'
Is any valid CMS command or EXEC name (do not enter the apostrophes).

Usage

1. The CMS subcommand prefix will cause an immediate switch back to basic mode where the command
will be executed.

Results

See the discussion of the CMS subcommand in basic mode (“CMS” on page 102).
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CORREL

Purpose

The CORREL subcommand selects the Variable Correlation Screen (FCX194), with correlation coefficients
based on the values of the variables found in the selected history log file.

Format

yyyymmdd — HISTLOG —

»— CORrel — basevar L J >
Flle L
fn—ft Subset

Subset

- L FRom

»
»

hh:mm J L TO hh:mm J
L yyyymmdd _J L yyyymmdd —J

1 _J
L — Days — dayspec
2 3
— Hours
h

1 valid only when processing HISTSUM files.
2 valid only with ACUM HISTSUM.
3 Up to 8 are allowed.

Notes:

Parameters

basevar
Is the name of the variable that is to be used as the 'base' variable when calculating correlation

coefficients.
FIle fn ft fm
Specifies the file ID of the HISTLOG/HISTSUM file to be processed. The current day's HISTLOG file will
be used as input if the file specification is omitted.
fn
Is the file name of the performance history file. The file name usually contains the file's creation
date, in format yyyymmdd.

ft
Is the file type of the log file. There is no default file type: If a file name has been entered, the file
type is required too.

fm
Is the file mode of the log file. Default file mode is '* i.e. all accessed disks will be searched for
the file.
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FRom hh:mm
Defines the time stamp of the first record to be analyzed when a detailed HISTLOGn file is used as
input. The time entered must have exactly this format, i.e. two numbers each for hours and minutes,
separated by a colon.

FRom yyyymmdd
Defines the date of the first record (year, month and day) to be analyzed when a summary HISTSUM
file is used as input. The date entered must have exactly this format, i.e. four digits for the year,
and two digits each for month and day, without any intervening blanks. The format mmddyy used in
previous releases of the program is also accepted.

Analysis will begin with the first data record found if no 'FROM' date has been entered.

TO hh:mm
Defines the time stamp of the last record to be analyzed when a detailed HISTLOGn file is used as
input.

TO yyyymmdd
Defines the last day for which data are to be included in the analysis when data from a condensed
HISTSUM data file are to be analyzed.

Analysis will continue to the end of the file if the 'TO' argument is omitted.

Days dayspec
Defines a selection of weekdays for which data are to be analyzed, where dayspec can be a
combination of the following strings:

ALL
If all weekdays are to contribute to the analysis
M-F
If only the normal workdays Monday to Friday are to contribute data

MON
If all Mondays are to contribute data

TUE
If all Tuesdays are to contribute data

WED
If all Wednesdays are to contribute data

THU
If all Thursdays are to contribute data

FRI
If all Fridays are to contribute data

SAT
If all Saturdays are to contribute data

SUN
If all Sundays are to contribute data

The argument is valid only when analyzing a condensed summary data file ACUM HISTSUM; all data
will be analyzed when it is omitted. When specified, only performance data collected for the selected
weekdays are used in the correlation analysis. For example, specifying ‘DAYS M-F SAT' will cause
data to be selected for the weekdays Monday to Saturday, excluding any data for Sundays.

HOURS h1 h2... h8
Defines a selection of up to eight one-hour intervals for which data are to be analyzed. The argument
is valid only when analyzing a condensed summary data file ACUM HISTSUM. When specified, only
performance data collected for the selected hours are used in the correlation analysis. For example,
specifying 'HOURS 9 10 14 15'will cause data to be selected for the periods of 09:00-10:59
and 14:00-15:59, for each of the days previously selected with the '‘FROM' and 'TO' and/or 'DAYS'
arguments.

All hours for which data are available will be included when the HOURS argument is not specified.
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Usage

1. Only actual performance history files should be specified as input. Selection of other files may be
possible if they pass some tests, but will lead to unpredictable results.

Results
See “FCX194, Variable Correlation Screen — CORREL” on page 607.
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CP

Purpose

The CP subcommand prefix must be used when entering a CP command in performance monitor mode.

Format

»— CP >
L '‘CP command' J

Parameters

'CP command'
Is any valid CP command (do not enter the apostrophes). When entered in performance monitoring
mode, the CP subcommand prefix will cause an immediate switch back to basic mode where the
command will be executed. Up to 4096 bytes of the command output (if any) will be returned when
CP commands are executed from remote performance monitor mode.

Usage

1. CP MODE will be entered if no command follows, and VM's CP interface will then be disabled so that all
command input and output is shown on the console as usual. Commands entered in this mode will not
be contained in the toolkit's log.

2. Enter 'BEGIN' to switch back to Performance Toolkit-mode (required only if 'CP' has been entered
without a command following it).

Results

See the discussion of the CP subcommand in basic mode (“CP” on page 103).
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CPLACT

Purpose
The CPLACT subcommand causes the CPU Pool Activity Screen (FCX309) to be displayed.

Format

»— CPLACt >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX309, CPU Pool Activity Screen — CPLACT” on page 835.
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CPLCONF

Purpose
The CPLCONF subcommand causes the CPU Pool Configuration Screen (FCX308) to be displayed.

Format

»— CPLConf -»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX308, CPU Pool Configuration Screen — CPLCONF” on page 833.
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CPLMENU

Purpose
The CPLMENU subcommand causes the CPU Pool Menu Screen (FCX324) to be displayed.

Format

»— CPLMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX324, CPU Pool Menu Screen — CPLMENU” on page 857.
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CPOWNLOG

Purpose

The CPOWNLOG subcommand causes the CPOWNED Device Log Screen (FCX170) to be displayed for the
selected disk.

Format

»— CPOWNLog — devno »«

Parameters

devno
Is the number of the disk for which the CPOWNED Device Log Screen (FCX170) is to be displayed.

Results
See “FCX170, CPOWNED Device Log Screen — CPOWNLOG” on page 553.
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CPSALL

Purpose

The CPSALL subcommand causes the CP IUCV Services Log Screen (FCX139) for all communication
activity to be displayed.

Format

»— CPSAll >«

Parameters

No parameters are allowed or tested for.

Results

The CP IUCV Services Log Screen (FCX139/140/141/142) is shown after entering the CPSALL, CPSFAIL,
CPSTOCP, or CPSTOVM subcommand. Note that the layout of these four displays is almost identical. See
“FCX139/140/141/142, CP IUCV Services Log Screen — CPSALL, CPSTOCP, CPSTOVM, CPSFAIL” on page
500 for the sample CPSALL layout.
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CPSERV

Purpose

The CPSERV subcommand causes the CP IUCV Services Screen (FCX106) to be displayed, with counts for
IUCV and VMCEF services.

Format

»— CPServ »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX106, CP IUCV Services Screen — CPSERV” on page 408.
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CPSFAILS

Purpose

The CPSFAILS subcommand causes the CP IUCV Services Log Screen (FCX142) for failed communications
to be displayed.

Format

»— CPSFails >«

Parameters

No parameters are allowed or tested for.

Results

The CP IUCV Services Log Screen (FCX139/140/141/142) is shown after entering the CPSALL, CPSFAIL,

CPSTOCP, or CPSTOVM subcommand. Note that the layout of these four displays is almost identical. See

“FCX139/140/141/142, CP IUCV Services Log Screen — CPSALL, CPSTOCP, CPSTOVM, CPSFAIL” on page
500 for the sample CPSALL layout.
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CPSTOCP

Purpose

The CPSTOCP subcommand causes the CP IUCV Services Log Screen (FCX140) for communications from
a virtual machine to CP to be displayed.

Format

»— CPSTOCp <

Parameters

No parameters are allowed or tested for.

Results

The CP IUCV Services Log Screen (FCX139/140/141/142) is shown after entering the CPSALL, CPSFAIL,
CPSTOCP, or CPSTOVM subcommand. Note that the layout of these four displays is almost identical. See
“FCX139/140/141/142, CP IUCV Services Log Screen — CPSALL, CPSTOCP, CPSTOVM, CPSFAIL” on page
500 for the sample CPSALL layout.
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CPSTOVM

Purpose

The CPSTOVM subcommand causes the CP IUCV Services Log Screen (FCX141) for communications from
CP to a virtual machine to be displayed.

Format

»— CPSTovm >«

Parameters

No parameters are allowed or tested for.

Results

The CP IUCV Services Log Screen (FCX139/140/141/142) is shown after entering the CPSALL, CPSFAIL,
CPSTOCP, or CPSTOVM subcommand. Note that the layout of these four displays is almost identical. See
“FCX139/140/141/142, CP IUCV Services Log Screen — CPSALL, CPSTOCP, CPSTOVM, CPSFAIL” on page
500 for the sample CPSALL layout.
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CPU

Purpose
The CPU subcommand causes the CPU Load and Transactions Screen (FCX100) to be displayed.

Format

»— CPU >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX100, CPU Load and Transactions — CPU” on page 371.
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CPUMENU

Purpose
The CPUMENU subcommand causes the CPU Activity Selection Menu Screen (FCX325) to be displayed.

Format

»— CPUMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX325, CPU Activity Selection Menu Screen — CPUMENU” on page 858.
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CTLUNIT

Purpose
The CTLUNIT subcommand causes the Cached Control Units Screen (FCX176) to be displayed.

Format

»— CTLunit >«

Usage

1. The whole analysis is based on counters which are updated within the cached control units. These
counters reflect the load and behaviour of specific disks, but they do not tell where the I/O came from.
If several systems share a control unit, the total of all activity on the control unit is displayed, and not
just the I/Os from the system which is doing the analysis.

2. The same problem exists for systems which are running second level. An analysis by the second level
system will include any I/O activity to the same control units from the first level system.

3. This report works correctly only if every logical control unit (LCU) to which your system is attached has
a unique subsystem ID (SSID).

Parameters

No parameters are allowed or tested for.

Results
See “FCX176, Cached Control Units Screen — CTLUNIT” on page 566.
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CURRENT

Purpose

The CURRENT subcommand causes data from the last measurement interval to be displayed. It is valid
for all performance screens where the 'AVERAGE' subcommand can also be entered.

Format

»— CUrrent >«

Parameters

No parameters are allowed or tested for.

Usage

1. The CURRENT subcommand affects all other performance displays that can show both current and
average data.

Current data will be shown immediately on all screens which are based on CP monitor data, but
current data for the other displays will be shown only when the next sample has been taken, so you
may see no immediate effect of the subcommand having been executed.

2. See the AVERAGE (“AVERAGE” on page 133) and INTERIM (“INTERIM” on page 200) subcommands
for an explanation of how to select averages for other periods.
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DASDLOG

Purpose
The DASDLOG subcommand causes the DASD Performance Log Screen (FCX183) to be displayed.

Format

»— DASDlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX183, DASD Performance Log Screen — DASDLOG” on page 586.
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DEMNDLOG

Purpose

This command applies only when reducing MONWRITE data gathered when running Performance Toolkit
against z/VM 6.2 or earlier data.

Format

»— DEMNDlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX259, Demand Scan Log Screen — DEMNDLOG” on page 736.
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DEVCONF

Purpose
The DEVCONF subcommand causes the I/0O Device Configuration Screen (FCX131) to be displayed.

Format

»— DEVConf >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX131, I/O Device Configuration Screen — DEVCONF” on page 482.
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DEVICE

Purpose

The DEVICE subcommand causes the I/0O Device Details Screen (FCX110), the CP Owned Device Screen
(FCX109), the General I/0O Device Screen (FCX108), or the Device HPF Screen (FCX282) to be displayed,
based on how you specify the subcommand. (See below.) 'I/Q' is also accepted as a synonym for the
DEVICE subcommand.

Format

»tDEVice >«
1/0 _j M—— devno —

M Cpowned —

M DASD —

" HPF —

Parameters

devno
Displays the I/O Device Details Screen (FCX110) for the device with real device number devno.

Cpowned
Displays the CP Owned Device Screen (FCX109), which shows usage of system areas (paging,
spooling, directory cylinders, T-disk space) and the paging and spooling activity on these areas.

DASD
Displays the General I/O Device Screen (FCX108), with only disks selected (instead of all devices) for
which the monitor I/O domain has been enabled.

HPF
Displays the HPF I/O Device Screen (FCX282) for all devices for which monitor I/O domain had been
enabled.

If you specify the DEVICE subcommand with no parameters at all, the General I/O Device Screen
(FCX108) will be displayed, for all devices.

Results

See “FCX108, General I/0 Device Screen — DEVICE or DEVICE DASD” on page 412, if you specified
DEVICE or DEVICE DASD.

See “FCX109, CP-Owned Device Screen — DEVICE CPOWNED” on page 416, if you specified DEVICE
CPOWNED.

See “FCX110, I/O Device Details Screen — DEVICE” on page 420, if you specified DEVICE devno.
See “FCX282, HPF I/0O Device Screen — DEVICE HPF” on page 778, if you specified DEVICE HPF .
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DEVLOG

Purpose

The DEVLOG subcommand causes the General I/O Device Data Log Screen (FCX168) to be displayed for
the selected I/O device.

»— DEVLog — devno >«

Format

Parameters

devno
Is the number of the I/0 device for which the General I/O Device Data Log Screen (FCX168) is to be

displayed.

Results
See “FCX168, General I/0 Device Data Log Screen — DEVLOG” on page 548.
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DEVMENU

Purpose
The DEVMENU subcommand causes the Device Report Selection Menu (FCX284) to be displayed.

Format

»— DEVMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX284, I/0 Device Data Selection Menu Screen — DEVMENU” on page 785.
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DSPACESH

Purpose
The DSPACESH subcommand causes the Shared Data Spaces Screen (FCX134) to be displayed.

Format

»— DSPACESh »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX134, Shared Data Spaces Screen — DSPACESH” on page 489.
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DSVBKACT

Purpose
The DSVBKACT subcommand causes the Dispatch Vector Activity screen (FCX301) to be displayed.

Format

»— DSVBKact >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX301, Dispatch Vector Activity Screen — DSVBKACT” on page 818.
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DSVCLOG

Purpose

The DSVCLOG subcommand causes the Dispatch Vector Configuration Log screen (FCX300) to be
displayed.

Format

»— DSVClog -«

Parameters

No parameters are allowed or tested for.

Results
See “FCX300, Dispatch Vector Configuration Change Log Screen — DSVCLOG” on page 816.
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DSVSLOG

Purpose

The DSVSLOG subcommand causes the DSVBK Steals per Processor Log Screen (FCX303) to be
displayed.

Format

»— DSVSLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX303, DSVBK Steals per Processor Log Screen — DSVSLOG” on page 822.
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EVNIC

Purpose

The EVNIC subcommand causes the Extended Virtual Network Device Activity Screen (FCX270) to be
displayed. This screen pertains mostly to the array of OSA devices.

This screen will display performance data above and beyond that displayed by the VNIC subcommand.
See “VNIC” on page 360 for more information.

For a summary of virtual network device definitions, see “GVNIC” on page 192.

Format

»— EVNIC >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX270, Extended Virtual Network Device Activity Screen — EVNIC” on page 759.
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EVSWITCH

Purpose

The EVSWITCH subcommand causes the Extended Virtual Switch Activity Screen (FCX267) to be
displayed.

This screen will display performance data above and beyond that displayed by the VSWITCH
subcommand. See “VSWITCH” on page 363 for more information.

For a summary of VSWITCH definitions, see “GVSWITCH” on page 193.

Format

»— EVSWItch >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX267, Extended Virtual Switch Activity Screen — EVSWITCH” on page 753.
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EXCEPT

Purpose
The EXCEPT subcommand causes the Exception Log Screen (FCX153) to be displayed.

Format

»— EXCept >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX153, Exception Log Screen — EXCEPT” on page 524.
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FCHANNEL

Purpose
The FCHANNEL subcommand causes the FICON Channel Load Screen (FCX215) to be displayed.

Format

»— FCHannel »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX215, FICON Channel Load Screen — FCHANNEL” on page 657.
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FORWARD

Purpose

The FORWARD subcommand scrolls the selected performance monitor display forward, that is, toward
the end of the data. NEXT and DOWN are accepted as synonyms for the FORWARD subcommand.

Format

»w—~— FOrward —r—w—“
nn

M Next —

~—— DOwn —~

Parameters

nn
Indicates the number of lines to be moved. The default scroll value is equal to the number of
performance data lines (excluding heading lines) on the current monitor display minus one, that is, it
depends on the performance screen being viewed.

Usage

1. Pressing PF8 or PF20 will also scroll the data forward for the default number of lines.
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GLONACT

Purpose

The GLONACT subcommand causes the Global Networking Object Activity Screen (FCX317) to be
displayed. This report supports the monitor data that is obtained when running Performance Toolkit
against data from z/VM 6.3 with APARs VM65583, P121053, and VM65528, or later.

Format

»— GLONact »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX317, Global Networking Object Activity Screen — GLONACT” on page 849.
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GRAPHDET / PLOTDET

Purpose

The GRAPHDET and PLOTDET subcommands allow displaying selected parts of the performance data
accumulated in the monitor redisplay buffer or in one of the detailed history data logs in the form of
history graphics or plots.

Both subcommands will create detailed history displays where elapsed time is plotted on the horizontal
x-axis, while the corresponding values of up to four performance variables are plotted on the vertical
y-scale. Data will be plotted for up to 140 measurements, where each plot position is determined by the
average value of two consecutive measurements if the default monitor interval of 60 seconds is used.
Only one measurement will be shown per plot position if the monitor interval is two minutes or more.

Two display modes are possible:

« The GRAPHDET subcommand requires GDDM services (Graphical Data Display Manager V.2 or 3) and
a display terminal with graphics capability for generating and displaying real graphics output. It cannot
operate without these prerequisites.

- The PLOTDET subcommand uses the same data, but it generates a simple plot using ordinary display
characters for the output. It will work on any display terminal, and it has no additional software
prerequisites.

Format
GRAPHdeth:I\; ] >
»t PLOTdet yvarl J L CUMulat J L File — fn ft fm J
{1
L FRom — hh:mm J L Char — ooux‘cc J
Notes:
1 Upto 4 times.
2 Valid with PLOTdet only, there is no effect when used with GRAPHdet.

Parameters

y-varil, y-var2, ...
define the variables whose values are to be plotted on the vertical y-axis.

All y-var names define performance variables from either the monitor redisplay screen (default), from
a HISTLOG or PERFLOG file with general system performance data, or from an object's benchmark log
file on disk.

See “REDISP” on page 269 (PERFxxx files), “REDHIST” on page 268 (HISTxxx files) for a list of
performance variables and their description, or see the description of the selected benchmark log
display for information on the selectable performance variables (note that only numerical fields with
load data can be selected).

You must enter the full variable names exactly as shown (no abbreviations allowed), except for

the case of the maximum user fields (‘Max. CPU', 'Max. Vector, ...) of PERFLOG and HISTLOG files
where the first eight characters only need be entered. Do not enter the apostrophes: they have been
included only to indicate that two words are required for selecting these values.

182 z/VM: 7.4 Performance Toolkit Reference



In addition to these basic performance variables you can also specify the names of any 'user
variables' which you previously defined by means of the FC USERVAR subcommand.

CUMulat
Indicates that the y-variable values are to be plotted cumulatively, i.e. each value added to the
previous one. The string 'Cumul .’ will be inserted above the y-axis when a cumulative display has
been selected.

File fn ft fm
Describes the input file to be analyzed, when specified. Current REDISP data in storage will be
assumed as input if no input file is specified.

The input file can be a detailed system performance log file (HISTLOG, PERFLOG or RMONLOG), a user
benchmark log file (such as MTUSRLG, USERLOG, etc.), or one of the supported I/O device benchmark
log files (CACHELG, DEVLOG, etc.).

Char xxxx'cc
Defines the four plot characters to be used for the selected variables. This argument is intended
for use with the PLOTDET subcommand only, it has no effect when used with GRAPHDET.
Strings specified between apostrophes (') are interpreted as hexadecimal representation of special
characters, i.e. the specification of ' £1£2f3"' % would result in the characters 123 being used.
Specification of plot characters in hex format allows the use of special graphic symbols for plotting,
provided they are supported by the hardware. (Some terminal emulators used with work stations
allow display of special symbols from the currently active code page, and some of these graphic
symbols make very nice bar charts.) The default setting is "*o=-". If less than four characters are
defined, the corresponding default characters will be inserted for the remaining variables.

FRom hh:mm
Defines the starting time for plotting. If the specified time is not within the time frame of the
measurements currently available in the redisplay buffer, the oldest measurements will be shown
(first entries in buffer).

Results

See “Detailed Performance History Display” on page 961 for more information on the specific displays
caused by this subcommand, and Appendix A, “Graphical Displays of Performance History Data,” on page
955 for more general information.
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GRAPHICS

Purpose
The GRAPHICS subcommand causes the Graphics Selection Menu (FCX128) to be displayed.

Format

»— GRAPHIcs »«

Parameters

No parameters are allowed or tested for.

Results

See “Graphics Selection Menu” on page 958 for more information on this specific display, and Appendix
A, “Graphical Displays of Performance History Data,” on page 955 for more general information.
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GRAPHSUM / PLOTSUM

Purpose

The GRAPHSUM and PLOTSUM subcommands allow selected parts of the performance data accumulated
in the monitor redisplay buffer (default) or in one of the history data files to be displayed graphically.

Both subcommands will create summary history displays where elapsed time is plotted on the horizontal
x-axis, while the corresponding values of up to four performance variables are plotted on the vertical
y-scale. The period for which data can be plotted depends on the source of the data:

- If data from the redisplay buffer (default), or from a detailed HISTLOGn, PERFLOGn or RMONLOGn
file, or from an object's benchmark log file are plotted, each plot position represents the average of a
10-minute interval, and data for periods of up to 12 hours can be displayed on one screen.

« If data from a HISTSUM, PERFHIST or FCXTREND file are to be displayed, any desired period can be
selected, and the x-scale will automatically be adapted to the number of days to be shown. Data for at
least one day will be shown per plot position.

Two display modes are possible:

« The GRAPHSUM subcommand requires GDDM services (Graphical Data Display Manager V.2 or 3) and a
display terminal with graphics capability for generating and displaying real graphics displays. It cannot
operate without these prerequisites.

« The PLOTSUM subcommand uses the same data, but it generates a simple plot using ordinary display
characters for the output. It will work on any display terminal, and it has no additional software
prerequisites.

Format
1
PLOTSum L *=0- CUMulat
Char {
'xx'ccc

L FRom L hh:mm J J ]
yyyymmdd
L TO — yyyymmdd J

A 4

Y

»d

\ 4

L Days — dayspec J M———— Hours — h1h2.. h8 ———

“— Profile L
h1

h2
Notes:

1 Specify up to 4 times.
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2 Valid with PLOTSum only, there is no effect when used with GRAPHSum.

Parameters

y-varl
Defines the variables whose values are to be plotted on the vertical y-axis.

All y-var names define performance variables from the monitor redisplay screen (default), from
PERFLOG/PERFHIST, HISTLOG/HISTSUM or FCXTREND files with general system performance data,
or from an object's benchmark log file on disk.

Char 'xx'ccc
Defines the four plot characters to be used for the selected variables. This argument is intended
for use with the PLOTSUM subcommand only, it has no effect when used with GRAPHSUM.
Strings specified between apostrophes (') are interpreted as hexadecimal representation of special
characters, i.e. the specification of ' £1£2£3 "' x would result in the characters 123% being used.
Specification of plot characters in hex format allows the use of special graphic symbols for plotting,
provided they are supported by the hardware. (Some terminal emulators used with work stations
allow display of special symbols from the currently active code page, and some of these graphic
symbols make very nice bar charts.) The default setting is '"*o=-". If less than four characters are
defined, the default characters will be inserted for the remaining variables.

CUMulat
Indicates that the y-variable values are to be plotted cumulatively, i.e. each value added to the
previous one. The string '‘Cumul .’ will be inserted above the y-axis when a cumulative display has
been selected.

File fn ft
Describes the input file to be analyzed. The input file can be a detailed system performance log
file (HISTLOG, PERFLOG or RMONLOG), a summary system performance data file 'ACUM HISTSUM'
(new format) or '"ACUM PERFHIST' (old format), with one record per hour, or a trend file 'systemid
FCXTREND'. User benchmark log files (such as MTUSRLG, USERLOG, etc.), or one of the supported
I/0 device benchmark log files (CACHELG, DEVLOG, etc.) can also be processed. The current redisplay
buffer will be used as source if no disk file is specified as input.

fm
Defines the file mode of the source file. It is required only if several files with identical file names and
file types are currently accessed on different disks.

FRom hh:mm
Defines the starting time for plotting when either a detailed performance log file is used as source
data, or when data from the current redisplay buffer are to be analyzed. The time entered must have
exactly this format, i.e. two numbers each for hours and minutes, separated by a colon.

FRom yyyymmdd

Defines the starting date (year, month and day) for data analysis when data from a condensed
summary data file (HISTSUM, PERFHIST or FCXTREND) are to be analyzed. The date entered must
have exactly this format, i.e. four digits for the year, and two digits each for month and day, without
any intervening blanks. The format mmddyy used in previous releases of the program is also accepted.

Analysis will begin with the first data record found if no 'FROM' date has been entered.

TO yyyymmdd
Defines the last day for which data are to be included in the analysis when data from a condensed
summary data file (HISTSUM, PERFHIST or FCXTREND) are to be analyzed. Analysis will continue to
the end of the file if the 'TO' argument is omitted.

Days dayspec
Defines a selection of weekdays for which data are to be analyzed, where dayspec can be a
combination of the following strings:
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ALL
If all weekdays are to contribute to the analysis
M-F
If only the normal workdays Monday to Friday are to contribute data

MON
If all Mondays are to contribute data

TUE
If all Tuesdays are to contribute data

WED
If all Wednesdays are to contribute data

THU
If all Thursdays are to contribute data

FRI
If all Fridays are to contribute data

SAT
If all Saturdays are to contribute data

SUN
If all Sundays are to contribute data

The argument is valid only when analyzing a condensed summary data file (HISTSUM or PERFHIST) or
an FCXTREND file; all data will be analyzed when it is omitted.

When specified, only performance data collected for the selected weekdays are used for calculating
the averages which will eventually be plotted.

For example, specifying 'DAYS M-F SAT' will cause data to be selected for the weekdays Monday to
Saturday, excluding any data for Sundays.

Hours h1 h2 ... h8
Defines a selection of up to eight one-hour intervals for which data are to be analyzed. The argument
is valid only when analyzing a condensed summary data file (HISTSUM, PERFHIST or FCXTREND).

When specified, only performance data collected for the selected hours are used for calculating the
averages which will eventually be plotted.

For example, specifying 'HOURS 9 10 14 15'will cause data to be selected for the periods of
09:00-10:59 and 14:00-15:59, for each of the days previously selected with the 'FROM' and 'TO"
arguments.

All hours for which data are available will be included when the HOURS argument is not specified.

Profile {h1 {h2}}
Specifies that the accumulated data are to be plotted in the form of a performance 'profile’' which
shows how system load varied during an average day of the period selected with the 'FROM' and 'TO'
arguments. The argument is valid only when analyzing a condensed summary data file (HISTSUM,
PERFHIST or FCXTREND).

h1 and h2
When specified, define the first and last hours of the day for which data are to be plotted. The default
is 0to 23, i.e. system load will be inserted for all 24 hours of the day.

The PROFILE and HOURS arguments are mutually exclusive.

Usage

1. See “REDISP” on page 269 (PERFxxx files), “REDHIST” on page 268 (HISTxxx files) or Appendix G,
“Trend File Variables Selection,” on page 987 (systemid FCXTREND files) for a list of performance
variables and their description that are available with these files, and see the description of the
selected benchmark log display for information on the selectable performance variables (note that
only numerical fields with load data can be selected).
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2. You must enter the full variable names exactly as shown (no abbreviations allowed), except for the
case of the maximum user fields ('"Max. CPU', 'Max. Vec), ...) of PERFLOG and PERFHIST files where the
first eight characters only need be entered. Do not enter the apostrophes, they have been included
only to indicate that two words are required for selecting these values.

3. In addition to these basic performance variables you can also specify the names of any 'user variables
which you previously defined by means of the FC USERVAR subcommand.

Results

See “Summary Performance History Display” on page 963 for more information on the specific displays
caused by this subcommand, and Appendix A, “Graphical Displays of Performance History Data,” on page
955 for more general information.
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GRAPHVAR / PLOTVAR

Purpose

The GRAPHVAR and PLOTVAR subcommands allow selected parts of the performance data accumulated
in the monitor redisplay buffer (default) or in one of the history data files on disk to be displayed
graphically in the form of variable correlation graphics.

Both subcommands will generate correlation graphics which show how different performance variables
depend on each other: any of the performance variables can be selected to be plotted on the horizontal
x-axis, and up to three other variables can then be selected as y-variables and their average values
plotted for the corresponding value of the x-variable.

Two display modes are possible:

« The GRAPHVAR subcommand requires a display terminal with graphics capability and GDDM services
(Graphical Data Display Manager V.2 or 3) for generating and displaying real graphics displays. It cannot
operate without these prerequisites.

« The PLOTVAR subcommand uses the same data, but it generates a simple plot using ordinary display
characters for the output. It will work on any display terminal, and it has no additional software
prerequisites.

Format

{ 1 ]
»tG RAPHVar X-var — y-varl >
PLOTVar —J L *=0
Char {
'xx'ccc

L Scatter 3_J L CUMulat J L TRunc — nn ﬁj
.nn

L File — fn ft fm J L FRom hh:mm J ]

Tyyyymmdd U 1o — himm J

L TO — yyyymmdd J

»d

L Days — dayspec J L Hours — h1 h2... h8 J A

A 4

A 4

A 4

Notes:

1 Up to 3 times is allowed.
2 Valid with PLOTVar only, there is no effect when used with GRAPHVar.
3 This is only valid with GRAPHVar.

Parameters

Most of the arguments which can be used with the GRAPHVAR and PLOTVAR subcommands are identical
to the ones used with GRAPHSUM and PLOTSUM. Only an abbreviated overview is given for these
arguments, please refer to “GRAPHSUM / PLOTSUM” on page 185 for a more detailed description.
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Xx-var
Defines the variable whose values are to be plotted on the horizontal x-axis.

y-varl
Define the variables whose values are to be plotted on the vertical y-axis.

Char xxx'cc
Defines the four plot characters to be used for the selected variables. This argument is intended for
use with the PLOTVAR subcommand only, it has no effect when used with GRAPHVAR.

Scatter

Specifies that a 'scatter plot' type of graphics is to be generated, showing all measured values, and
not just grouped averages. The argument is valid only if a single y-variable has been selected, and only
for GDDM graphics (GRAPHVAR subcommand).

CUMulat
Indicates that the y-variable values are to be plotted cumulatively, i.e. each value added to the
previous one. The string 'Cumul .’ will be inserted above the y-axis when a cumulative display has
been selected.

TRunc nn{.nn}
Defines the max. x-scale value to be used for plotting.

The x-scale is automatically adapted to show the majority of the data in a reasonable scale, with

the highest few x-values ignored, if necessary. The TRUNC argument is intended for overriding this
default logic where it does not yield good results, because some very high x-values would still cause
the x-scale to be compressed until the bulk of the really relevant data can no longer be adequately
displayed.

The actual scale used will usually still include x-values which are a bit higher than the TRUNC value.

File fn ft
Describes the input file to be analyzed, when specified. You can choose from the same files that can
also serve as input for the GRAPHSUM subcommand.

The current redisplay buffer will be used as source if no disk file is specified as input.

fm
Defines the filemode of the source file.

FRom hh:mm
Defines the starting time for plotting when either a detailed performance log file is used as source
data, or when data from the current redisplay buffer are to be analyzed. The time entered must have
exactly this format, i.e. two numbers each for hours and minutes, separated by a colon.

To hh:mm
Defines the time stamp of the last record to be used for data analysis. This format is valid only when
either a detailed performance log file is used as source data, or when data from the current redisplay
buffer are to be analyzed.

FRom yyyymmdd
Defines the starting date (year, month and day) when data from a condensed summary data file
(ACUM HISTSUM or ACUM PERFHIST) or from a trend file 'systemid FCXTREND' are to be analyzed.

The date entered must have exactly this format, i.e. four digits for the year, and two digits each for
month and day, without any intervening blanks. The format mmddyy used in previous releases of the
program is also accepted. Analysis will begin with the first data record found if no ‘FROM' date has
been entered.

To yyyymmdd
Defines the last day for which data are to be included in the analysis. This format is valid only when
data from a condensed summary data file (ACUM HISTSUM or ACUM PERFHIST) or from a trend file
'systemid FCXTREND' are to be analyzed. Analysis will continue to the end of the history file if the 'TO'
argument is omitted.

190 z/VM: 7.4 Performance Toolkit Reference



Days dayspec
Defines a selection of weekdays for which data are to be analyzed, where dayspec can be a
combination of the following strings:

ALL
If all weekdays are to contribute to the analysis
M-F
If only the normal workdays Monday to Friday are to contribute data

MON
If all Mondays are to contribute data

TUE
If all Tuesdays are to contribute data

WED
If all Wednesdays are to contribute data

THU
If all Thursdays are to contribute data

FRI
If all Fridays are to contribute data

SAT
If all Saturdays are to contribute data

SUN
If all Sundays are to contribute data

The argument is valid only when analyzing a condensed summary data file (HISTSUM or PERFHIST)

or a trend file 'systemid FCXTREND'; all data will be analyzed when it is omitted. When specified, only
performance data collected for the selected weekdays are used for calculating the averages which will
eventually be plotted.

For example, specifying 'DAYS M-F SAT' will cause data to be selected for the weekdays Monday to
Saturday, excluding any data for Sundays.

Hours h1 h2... h8

Defines a selection of up to eight one-hour intervals for which data are to be analyzed. This argument
is valid only when data from a condensed summary data file (ACUM HISTSUM or ACUM PERFHIST) or
from a trend file 'systemid FCXTREND' are to be analyzed.

All hours for which data are available will be included when the HOURS argument is not specified.

Note that the purpose of creating variable correlation plots is usually to show such correlations over a
wide range of x-variable values. Restricting analysis to selected hours only is not normally conducive
to this result, and the HOURS argument should be used only after careful evaluation (e.g. to eliminate
specific periods from analysis where system load is atypical because of some special tasks, such as
saves, being performed).

Results

See “Variable Correlation Display with Simple Plot” on page 966 and “Variable Correlation Display Using
GDDM Graphics” on page 968 for more information on the specific displays caused by this subcommand,
and Appendix A, “Graphical Displays of Performance History Data,” on page 955 for more general
information.
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GVNIC

Purpose

The GVNIC subcommand causes the General Virtual Network Device Description Screen (FCX268) to be
displayed.

To see performance data for virtual network devices, see “VNIC” on page 360 and “EVNIC” on page 176.

Format

»— GVNIC >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX268, General Virtual Network Device Description Screen — GVNIC” on page 755.
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GVSWITCH

Purpose

The GVSWITCH subcommand causes the General Virtual Switch Description Screen (FCX266) to be
displayed.

To view performance data for VSWITCH, see “VSWITCH” on page 363 and “EVSWITCH” on page 177.

Format

»— GVSWItch >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX266, General Virtual Switch Description Screen — GVSWITCH” on page 750.
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HIPSOCK

Purpose
The HIPSOCK subcommand causes the Hipersocket Channel Activity Screen (FCX231) to be displayed.

Format

»— HIPSock >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX231, Hipersocket Channel Activity Screen — HIPSOCK” on page 691.
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HISTDATA

Purpose

The HISTDATA subcommand causes the History Data Selection Menu (FCX160) to be displayed. This
menu will list all (or a subset) of the detailed and summary performance history files created by
Performance Toolkit which you have access to. It can be entered not only in MONITOR mode but also
in basic mode.

Format

»— HISTdata

Lfn—ft

fm

Parameters
fn

Is the file name of the performance history file(s).

ft
Is the file type of the performance history file(s). Default file types which will be selected are the
general history files FCXTREND, HISTLOG*, HISTSUM, PERFLOG*, RMONLOG* and PERFHIST, and also
any object's benchmark log files with default file types.

Note: Specific file types can be selected to display a subset of all history files, but you can only select
files whose file types match the original naming conventions. For example, if anything other than the
appended generation number of log files is changed in the file type, the file will no longer be included
in the display.

fm
Is the file mode of the performance history file(s).
Usage

1. Asterisks can be used in the same way as for the CMS LISTFILE command when specifying the file
name, file type and file mode.

Results

See the "Viewing Performance History Data" section in the z/VM: Performance Toolkit Guide for more
information on the History Data Selection Menu.
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HPALIAS

Purpose
The HPALIAS subcommand causes the HyperPAV Alias Activity Screen (FCX327) to be displayed.

Format

»— HPALIAS >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX327, HyperPAV Alias Activity Screen — HPALIAS” on page 861.
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HPFLOG

Purpose

The HPFLOG subcommand causes HPF I/O Device Data Log Screen (FCX283) to be displayed for the
selected I/0O device.

Format

»— HPFLog — devno »«

Parameters

devno
Is the real device number for which information should be displayed on the HPF I/O Device Data Log

Screen (FCX283).

Results
See “FCX283, HPF I/0 Device Performance Log Screen — HPFLOG” on page 782.
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HPSHARE

Purpose
The HPSHARE subcommand causes the HyperPAV Share Activity Screen (FCX328) to be displayed.

Format

»— HPSHARE <

Parameters

No parameters are allowed or tested for.

Results
See “FCX328, HyperPAV Share Activity Screen — HPSHARE ” on page 863.
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IDLEUSER

Purpose
The IDLEUSER subcommand causes the Idle Users Screen (FCX238) to be displayed.

Format

»— IDLEuser »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX238, Idle Users Screen — IDLEUSER” on page 704.
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INTERIM

Purpose

The INTERIM subcommand allows many performance screens to be switched from a display of the last
intervals or overall average data to the display of 'interim' averages based on all measurements made
during the current 'interim' period.

Format

»— INTerim >«

Parameters
No parameters are allowed or tested for.

See the “CURRENT” on page 165 and “AVERAGE” on page 133 subcommands for an explanation of how
to select averages for other periods.
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IOCHANGE

Purpose

The IOCHANGE subcommand causes the I/O Configuration Changes Screen (FCX185) to be displayed.

Format

»— I0Change »«

Parameters

No parameters are allowed or tested for.

Usage

1. The user identification shown for the 'attach' and 'detach' cases is not provided as part of the I/O event
records. It is extracted from the next normal I/O sample record for the device — in other words:

« The userid insertion may be delayed

« Avalid userid cannot be inserted if the I/O device is attached and detached within the same sample
interval.

A string of eight question marks will then be shown instead of the virtual machine's user identification.

Results
See “FCX185, I/0 Configuration Changes Screen — IOCHANGE” on page 590.
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IOPQUEUE

Purpose
The IOPQUEUE subcommand causes the I/O Priority Queueing Screen (FCX237) to be displayed.

Format

»— IOPqueue »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX237, I/O Priority Queueing Screen — IOPQUEUE” on page 702.
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IOPROCLG

Purpose
The IOPROCLG subcommand causes the I/O Processor Log Screen (FCX232) to be displayed.

Format

»— IOPRoclg »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX232, I/0 Processor Log Screen — IOPROCLG” on page 693.
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ISFEACT

Purpose
The ISFEACT subcommand causes the ISFC End Point activity screen (FCX273) to be displayed.

Format

»— ISFEACt >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX273, ISFC End Point Activity Screen — ISFEACT” on page 764.
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ISFECONF

Purpose
The ISFECONF subcommand causes the ISFC End Point configuration screen (FCX272) to be displayed.

Format

»— ISFEConf —»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX272, ISFC End Point Configuration Screen — ISFECONF” on page 761.
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ISFELOG

Purpose

The ISFELOG epoint subcommand causes the ISFC End Point Activity Log Screen (FCX279) to be
displayed for a selected ISFC end point.

Format

»— ISFELog — epoint »<

Parameters

epoint
Is the ISFC end point hexadecimal number for which the ISFC End Point Activity Log Screen (FCX279)
is to be displayed.

Results
See “FCX279, ISFC End Point Activity Log Screen — ISFELOG” on page 775.
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ISFLACT

Purpose
The ISFLACT subcommand causes the ISFC Logical Link activity screen (FCX274) to be displayed.

Format

»— ISFLACt >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX274, ISFC Logical Link Activity Screen — ISFLACT” on page 766.
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ISFLALOG

Purpose
The ISFLALOG subcommand causes the ISFC Logical Link Activity Log Screen (FCX281) to be displayed.

Format

»— ISFLALog <

Parameters

No parameters are allowed or tested for.

Results
See “FCX281, ISFC Logical Link Activity By-Time Log Screen — ISFLALOG” on page 777.
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ISFLCONF

Purpose

The ISFLCONF subcommand causes the ISFC Logical Link configuration screen (FCX275) to be displayed.

Format

»— ISFLConf —»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX275, ISFC Logical Link Configuration Screen — ISFLCONF” on page 768.
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ISFLLOG

Purpose

The ISFLLOG subcommand causes the ISFC Logical Link Activity Log Screen (FCX280) to be displayed for
a selected ISFC logical link.

Format

»— ISFLLog — partner <«

Parameters

partner
Is the ISFC logical link identification for which the ISFC Logical Link Activity Log Screen (FCX280) is to

be displayed.

Results
See “FCX280, ISFC Logical Link Activity Log Screen — ISFLLOG” on page 776.
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LCHANNEL

Purpose

The LCHANNEL subcommand causes the LPAR Channel Load Screen (FCX161) to be displayed, which, on
an LPAR system, shows channel load caused by your own logical partition.

Format

»— LCHannel »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX161, LPAR Channel Load Screen — LCHANNEL” on page 540.
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LEFT

Purpose

The LEFT subcommand moves the display window of the performance monitor re-display screen and of
the PLOTDET screen to the left.

Format

SR U i
nn

Parameters

nn
Indicates the number of columns by which data are to be moved. The default shift value is 40 for the

REDISPLAY screen and 60 measurements (approximately one hour) for the PLOTDET display.

Usage
1. Pressing PF10 or PF22 will also shift the display window left by the default number of columns.
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LGRDATA

Purpose
The LGRDATA subcommand causes the LGR Data Screen (FCX286) to be displayed.

Format

»— LGRData »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX286, LGR Data Screen — LGRDATA” on page 789.
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LGRELOG

Purpose
The LGRELOG subcommand causes the LGR Event Log Screen (FCX285) to be displayed.

Format

»— LGRElog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX285, LGR Event Log Screen — LGRELOG” on page 786.
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LINUX

Purpose

The LINUX subcommand causes either the Linux Details Selection Screen (FCX224) or the Linux Systems
Selection Screen (FCX223) to be displayed, based on whether you specify a linuxid.

Format

»— LINux ﬁN
linuxid

Parameters

linuxid
Is the identification of a Linux system for which performance data are to be displayed. The Linux
Details Selection Screen (FCX224) will be shown for the selected Linux system.

The Linux Systems Selection Screen (FCX223) will be shown if you enter the LINUX subcommand with
no linuxid.

Usage

1. In the Linux Systems Selection Screen (FCX223), the appearance of highlighted Linux guests is based
on the definitions made in the FCONX LINUXUSR file. This does not guarantee that the RMF PM
interface required for detail data retrieval is available for these Linux guests. To prevent misleading
entries, users should include only those RMF PM interface IP addresses of Linux guests whose
interfaces are always up and running while the guests are logged on.

Results
See “FCX223, Linux Systems Selection Screen — LINUX” on page 674 if you specified LINUX.
See “FCX224, Linux Details Selection Screen — LINUX” on page 675 if you specified LINUX linuxid.
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LINUXMEN

Purpose
The LINUXMEN subcommand causes the Linux Data Selection Menu (FCX242) to be displayed.

Format

»— LINUXMen »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX242, Linux Data Selection Menu Screen — LINUXMEN” on page 711.
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LOCATE

Purpose

The LOCATE subcommand causes DIAG X'90' to be issued for locating the entry point specified. When
found, its address will be displayed with message FCXCMD3801.

Format

»— LOCate — Xxx000xX >«

Parameters

XXXXXXXX
Is the name of the CP module's entry point.
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LOCKACT

Purpose
The LOCKACT command causes the Spin Lock Collision Activity Screen (FCX326) to be displayed.

Format

»— LOCKact »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX326, Spin Lock Collision Activity Screen — LOCKACT” on page 859.
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LOCKLOG

Purpose
The LOCKLOG command causes the Spin Lock Log Screen (FCX265) to be displayed.

The LOCKLOG report supports monitor data from z/VM 6.3 and earlier. For monitor data from z/VM 6.4
and later, the LOCKLOG command is not available and the LOCKACT command from CPUMENU should be
used instead.

Format

»— LOCKLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX265, Spin Lock Log Screen — LOCKLOG” on page 748.
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LPAR

Purpose
The LPAR subcommand causes the LPAR Load Screen (FCX126) to be displayed.

Format

»— LPAr >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX126, LPAR Load Screen — LPAR” on page 472.
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LPARCONF

Purpose
The LPARCONF subcommand causes the LPAR Configuration Log Screen (FCX235) to be displayed.

The report displays only information about primary type cores for this logical partition.

Format

»— LPARConf »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX235, LPAR Configuration Log Screen — LPARCONF” on page 699.
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LPARLOG

Purpose
The LPARLOG command causes the LPAR Load Log Screen (FCX202) to be displayed.

Format

»— LPARLOg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX202, LPAR Load Log — LPARLOG” on page 632.
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LPARLOGM

Purpose
The LPARLOGM subcommand causes the Logical Partition Logs Selection Menu (FCX307) to be displayed.

Format

»— LPARLOGM >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX307, Logical Partition Logs Menu Screen — LPARLOGM” on page 832.
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LPARMENU

Purpose
The LPARMENU subcommand causes the LPAR Activity Data Selection Menu (FCX305) to be displayed.

Format

»— LPARMenu >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX305, Logical Partition Activity Menu Screen — LPARMENU” on page 828.
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LSHARACT

Purpose
The LSHARACT subcommand causes the Logical Partition Share Screen (FCX306) to be displayed.

Format

»— LSHaract »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX306, Logical Partition Share Screen — LSHARACT” on page 829.
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LXCPU

Purpose

The LXCPU subcommand causes either the Linux CPU Utilization Screen (FCX230) or the General Linux
CPU Utilization Screen (FCX243) to be displayed, based on whether you specify a linuxid.

Format

»— LXCPU >4
L linuxid J

Parameters

linuxid
Is the identification of a Linux system for which the detailed RMF PM data gatherer-based Linux CPU
Utilization Screen (FCX230) is to be displayed.

The General Linux CPU Utilization Screen (FCX243) will be shown if you enter the LXCPU
subcommand with no linuxid.

Usage

1. Please be aware that Linux internal data collection is not synchronized with CP's data collect activity,
i.e. the Linux internal data will usually have been obtained for a different period than that used for
collecting other VM data. This may lead to discrepancies between the internal Linux values and the VM
activity seen from the outside.

2. Linux systems determine CPU utilization in the form of statistical data, as the number of times a
processor was found in a certain state when sampled. This sampling logic does not work correctly
for current Linux kernels when running under control of VM where the time during which a guest is
'suspended' (attempting to run, but not being dispatched) is not correctly accounted for, and this can
lead to an apparent 'CPU utilization' that may be far too high, especially on CPU constrained systems.
See “FCX112, User Resource Usage — USER” on page 431 for accurate real CPU utilization numbers, as
seen by VM.

3. In the General Linux CPU Utilization Screen (FCX243), the appearance of highlighted Linux guests
is based on the definitions made in the FCONX LINUXUSR file. This does not guarantee that the
RMF PM interface required for detail data retrieval is available for these Linux guests. To prevent
misleading entries, users should include only those RMF PM interface IP addresses of Linux guests
whose interfaces are always up and running while the guests are logged on.

Results
See “FCX243, General Linux CPU Utilization Screen — LXCPU” on page 712 if you specified LXCPU.
See “FCX230, Linux CPU Utilization Screen — LXCPU” on page 689 if you specified LXCPU linuxid.
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LXCPULOG

Purpose

The LXCPULOG subcommand causes the Linux CPU Load Log (FCX246) to be displayed for the selected
user.

Format

»— LXCPULog — userid >«

Parameters

userid
Is the user identification of the Linux guest machine for which the Linux CPU Load Log (FCX246) is to
be displayed.

Results
See “FCX246, Linux CPU Load Log Screen — LXCPULOG” on page 718.

Chapter 1. Performance Toolkit Subcommands 227



LXFILSYS

Purpose
The LXFILSYS subcommand causes the Linux Filesystem Usage Screen (FCX228) to be displayed.

Format

»— LXFILsys — linuxid »<

Parameters

linuxid
Is the identification of a Linux system for which detailed RMF PM data gatherer based Linux
Filesystem Usage Screen (FCX228) is to be displayed.

Results
See “FCX228, Linux Filesystem Usage Screen — LXFILSYS” on page 684.
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LXMEM

Purpose

The LXMEM subcommand causes either the Linux Memory Utilization and Activity Screen (FCX229) or
the General Linux Memory Utilization Screen (FCX244) to be displayed, based on whether you specify a
linuxid.

Format

»— LXMEM ﬁN
linuxid

Parameters

linuxid
Is the identification of a Linux system for which the detailed RMF PM data gatherer-based Linux
Memory Utilization and Activity Screen (FCX229) is to be displayed.

The General Linux Memory Utilization Screen (FCX244) will be shown if you enter the LXMEM
subcommand with no linuxid.

Usage

1. Please be aware that Linux internal data collection is not synchronized with CP's data collect activity,
i.e. the Linux internal data will usually have been obtained for a different period than that used for
collecting other VM data. This may lead to discrepancies between the internal Linux values and the VM
activity seen from the outside.

2. In the General Linux Memory Utilization Screen (FCX244), the appearance of highlighted Linux guests
is based on the definitions made in the FCONX LINUXUSR file. This does not guarantee that the
RMF PM interface required for detail data retrieval is available for these Linux guests. To prevent
misleading entries, users should include only those RMF PM interface IP addresses of Linux guests
whose interfaces are always up and running while the guests are logged on.

Results
See “FCX244, General Linux Memory Utilization Screen — LXMEM” on page 714 if specified LXMEM.

See “FCX229, Linux Memory Utilization and Activity Screen — LXMEM” on page 686 if specified LXMEM
linuxid.
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LXMEMLOG

Purpose

The LXMEMLOG subcommand causes the Linux Memory Utilization Log Screen (FCX247) to be displayed
for the selected user.

Format

»— LXMEMLog — userid »«

Parameters

userid
Is the user identification of the Linux guest machine for which the Linux Memory Utilization Log Screen
(FCX247) is to be displayed.

Results
See “FCX247, Linux Memory Utilization Log Screen — LXMEMLOG” on page 719.
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LXNETLOG

Purpose

The LXNETLOG subcommand causes the Linux Network Activity Log Screen (FCX248) to be displayed for
the selected user.

Format

»— LXNETLog — userid >«

Parameters

userid
Is the user identification of the Linux guest machine for which the summary network activity log is to
be displayed.

Results
See “FCX248, Linux Network Activity Log Screen — LXNETLOG” on page 720.
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LXNETWRK

Purpose

The LXNETWRK subcommand causes either the Linux Network Activity Screen (FCX227) or the General
Linux Networking Activity Screen (FCX245) to be displayed, based on whether you specify a linuxid.

Format

linuxid

Parameters

linuxid
Is the identification of a Linux system for which the detailed RMF PM data gatherer-based Linux
Network Activity Screen (FCX227) is to be displayed.

The General Linux Networking Activity Screen (FCX245) will be shown if you enter the LXNETWRK
subcommand with no linuxid.

Usage

 Please be aware that Linux internal data collection is not synchronized with CP's data collect activity, i.e.
the Linux internal data will usually have been obtained for a different period than that used for collecting
other z/VM data. This may lead to discrepancies between the internal Linux values and the z/VM activity
seen from the outside.

« In the General Linux Networking Activity Screen (FCX245), the appearance of highlighted Linux guests
is based on the definitions made in the FCONX LINUXUSR file. This does not guarantee that the
RMF PM interface required for detail data retrieval is available for these Linux guests. To prevent
misleading entries, users should include only those RMF PM interface IP addresses of Linux guests
whose interfaces are always up and running while the guests are logged on.

Results

See “FCX245, General Linux Networking Activity Screen — LXNETWRK” on page 716 if you specified
LXNETWRK.

See “FCX227, Linux Network Activity Screen — LXNETWRK” on page 682 if you specified LXNETWRK
linuxid.

232 z/VM: 7.4 Performance Toolkit Reference



MDCACHE

Purpose
The MDCACHE subcommand causes the Minidisk Cache Log Screen (FCX138) to be displayed.

Format

»— MDCache »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX138, Minidisk Cache Log Screen — MDCACHE” on page 498.
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MDCSTOR

Purpose
The MDCSTOR subcommand causes the Minidisk Cache Storage Log Screen (FCX178) to be displayed.

Format

»— MDCStor »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX178, Minidisk Cache Storage Log Screen — MDCSTOR” on page 573.
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MENU

Purpose
The MENU subcommand causes the Performance Data Selection Menu (FCX124) to be displayed.

Format

»— MENuU >«

Parameters

No parameters are allowed or tested for.

Results

See the "Operation in Performance Monitor Mode" chapter in the z/VM: Performance Toolkit Guide for
more information on the Performance Data Selection Menu.
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MONDATA

Purpose
The MONDATA subcommand causes the Monitor Data Statistics Screen (FCX155) to be displayed.

Format

»— MONData »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX155, Monitor Data Statistics Screen — MONDATA” on page 530.
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MONSET

Purpose
The MONSET subcommand causes the Monitor Settings Screen (FCX149) to be displayed.

Format

»— MONSEt >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX149, Monitor Settings — MONSET” on page 515.
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MTCORELG

Purpose
The MTCORELG subcommand causes the SMT Metrics Per Core Log Screen (FCX332) to be displayed.

Format

»— MTCORElg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX332, SMT Metrics Per Core Log Screen — MTCORELG” on page 873.

238 z/VM: 7.4 Performance Toolkit Reference



MTCTYPLG

Purpose

The MTCTYPLG subcommand causes the SMT Metrics Per Core Type Log Screen (FCX331) to be
displayed.

Format

»— MTCTYPlg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX331, SMT Metrics Per Core Type Log Screen — MTCTYPLG” on page 871.
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MTUSERS

Purpose
The MTUSERS subcommand causes the Multitasking Users Screen (FCX188) to be displayed.

Format

»— MTUsers >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX188, Multitasking Users Screen — MTUSERS” on page 596.
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MTUSRLOG

Purpose

The MTUSRLOG subcommand causes the Multitasking User Log Screen (FCX189) to be displayed for the
selected user.

Format

»— MTUSRLog — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the Multitasking User Log Screen (FCX189) is

to be displayed.

Results
See “FCX189, Multitasking User Log Screen - MTUSRLOG” on page 598.
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NEXTSAMP

Purpose

The NEXTSAMP subcommand is valid in monitor and trend file scan mode only. It lets records be
processed which correspond to one or multiple sample intervals, up to a time or date specified.

Format

»— NEXTSamp >

=)

2
———— yyyymmdd —

Notes:

1 valid for monitor data files only.
2 Valid for trend files only.

Parameters

hh:mm:ss
Specifies the time, in hours and minutes, up to which the CP monitor disk file is to be processed. The
time must be specified exactly as shown, i.e. with two digits each for hours and minutes, separated by
a colon. Specifying seconds is optional.

EOF

Specifies that the CP monitor disk file is to be processed up to the physical end of file.
yyyymmdd

Specifies the date, in years, months and days, up to which the Performance Toolkit trend file is to

be processed. The date must be specified exactly as shown, i.e. with four digits for the year and two
digits each for month and days.

Usage

1. Processing continues until data have been processed which have a time stamp equal to or higher than
the specified value. Data for one interval will be processed if no end time or date is specified with the
subcommand. For the EOF parameter, processing continues to the end of the CP monitor disk file.
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NSS

Purpose
The NSS subcommand causes the Shared Segments Screen (FCX133) to be displayed.

Format

»— NSS >«

Parameters

No parameters are allowed or tested for.

Usage

1. No information on segment members is available from monitor records; the fields shown are obtained
by means of a Q NSS NAME ..... MAP subcommand to tell you what the segment spaces are used for.
Because no performance data for these members are available, the member information will always
be inserted immediately after the output line for the segment space, regardless of the sort sequence.

Results
See “FCX133, Shared Segments Screen — NSS” on page 487.
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PAGELOG

Purpose
The PAGELOG subcommand causes the Paging Log Screen (FCX143) to be displayed.

Format

»— PAGelog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX143, Paging Log Screen — PAGELOG” on page 502.
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PCIACT

Purpose

The PCIACT subcommand causes the PCI Function Activity Screen, Format 0 (FCX312), PCI Function
Activity Screen, Format 1 (FCX318), PCI Function Activity Screen, Format 2 (FCX320), or PCI Function
Activity Screen, Format 3 (FCX322) to be displayed. The particular screen format is selected depending
on the PCI function type.

Format
»— PCIAct
ROCE
ZEDC
ISM
Parameters
ROCE
Display PCI Function Activity Screen, Format 1 (FCX318) for the RoCE PCI function.
ZEDC
Display PCI Function Activity Screen, Format 2 (FCX320) for the zEDC PCI function.
ISM

Display PCI Function Activity Screen, Format 3 (FCX322) for the ISM PCI function.

If no parameter is specified, then the PCI Function Activity Screen, Format 0 (FCX312) will be displayed
for the unclassified PCI functions (if any).

Results

See:

« “FCX312, PCI Function Activity Screen, Format 0 — PCIACT” on page 840

« “FCX318, PCI Function Activity Screen, Format 1 — PCIACT ROCE” on page 851
« “FCX320, PCI Function Activity Screen, Format 2 — PCIACT ZEDC” on page 853
» “FCX322, PCI Function Activity Screen, Format 3 — PCIACT ISM” on page 855
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PCICONF

Purpose
The PCICONF subcommand causes the PCI Function Configuration Screen (FCX311) to be displayed.

Format

»— PCIConf -»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX311, PCI Function Configuration Screen — PCICONF” on page 838.
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PCILOG

Purpose

The PCILOG subcommand causes the PCI Function Activity Log Screen, Format 0 (FCX313), PCI Function
Activity Log Screen, Format 1 (FCX319), PCI Function Activity Log Screen, Format 2 (FCX321), or PCI
Function Activity Log Screen, Format 3 (FCX323) to be displayed for the selected PCI function. The
particular screen format is selected depending on the PCI function type.

Format

»— PCILog — pcifunc »«

Parameters

pcifunc
is the identification of the PCI Function for which the PCI Function Activity Log Screen, Format O
(FCX313), PCI Function Activity Log Screen, Format 1 (FCX319), PCI Function Activity Log Screen,
Format 2 (FCX321), or PCI Function Activity Log screen, Format 3 (FCX323) is to be displayed.

Results
See:

« “FCX313, PCI Function Activity Log Screen, Format 0 — PCILOG” on page 842
« “FCX319, PCI Function Activity Log Screen, Format 1 — PCILOG” on page 852
« “FCX321, PCI Function Activity Log Screen, Format 2 — PCILOG” on page 854
« “FCX323, PCI Function Activity Log Screen, Format 3 — PCILOG” on page 856
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PCIMENU

Purpose
The PCIMENU subcommand causes the PCI Function Menu Screen (FCX310) to be displayed.

Format

»— PCIMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX310, PCI Function Menu Screen — PCIMENU” on page 837.
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PHYSLOG

Purpose
The PHYSLOG subcommand causes the Real Core Utilization Log Screen (FCX302) to be displayed.

Format

»— PHYSLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX302, Real Core Utilization Log Screen — PHYSLOG” on page 820.
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PINLOG

Purpose
The PINLOG subcommand causes the Pinned Storage Log Screen (FCX314) to be displayed.

Format

»— PINLog <

Parameters

No parameters are allowed or tested for.

Results
See “FCX314, Pinned Storage Log Screen — PINLOG” on page 843.
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PRCLOG

Purpose
The PRCLOG subcommand causes the Processor Log Screen (FCX304) to be displayed.

This subcommand can be used only with monitor data when running Performance Toolkit against z/VM
6.3 and later data. For z/VM 6.2 and earlier data, use the PROCLOG subcommand.

Format

»— PRCLog -«

Parameters

No parameters are allowed or tested for.

Results
See “FCX304, Processor Log Screen — PRCLOG” on page 825.
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PRINT

Purpose
The PRINT subcommand controls the writing of performance monitoring output to a virtual printer or to
disk.
Format
»— Print p<

“C"'spm
ALL
ON

L DISK J

- OFF /

Options

»— ( L >
S I J
— nnn — SORT — sortarg — PAGEsize L mm _J
OFF

>d
>4

Y

M— TO — userid
L AT — nodeid J

CLOSE

f_ LISTING A1 j
\— TOFILE — fn J

L Al
ft

fm

Notes:

1 Not valid if ALL is specified.

Parameters

The PRINT subcommand without any arguments causes all data to be printed which are available for
the current display. In the case of the REDISPLAY screen, each display line may extend over up to
three print lines (print width limited to 130 characters, regardless of actual output device).

This mode of operation was chosen to allow printing multiple reports in a single print file.

display
Can be any display that is to be printed.

ALL
Causes a collection of different performance reports to be printed. The reports to be printed must

previously be defined in file FCONX REPORTS (see "FCONX REPORTS File" in the z/VM: Performance
Toolkit Guide for a detailed description).

252 z/VM: 7.4 Performance Toolkit Reference


https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpl8_v7r4.pdf#nameddest=hcpl8_v7r4
https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpl8_v7r4.pdf#nameddest=hcpl8_v7r4

ON
Causes all performance data displayed on the screen to be also written to a virtual printer for later
reference. Data extending beyond the screen will not be included.

This type of printing remains active until a 'PRINT OFF' subcommand is entered, i.e. you will get a
complete log of all the data which you looked at on the screen.

OFF
Causes continuous printing of monitor output to be stopped, and the virtual printer to be closed. Make
sure of the printer output routing before issuing the 'PRINT OFF' subcommand!

DISK
Causes the performance output data to be written to disk file 'FCONMON LISTING' instead of virtual
printer. A carriage control character is included in the first column of each record, so that the file may
still be printed using the 'CC'-option of the CMS 'PRINT' subcommand.

Once a 'PRINT ON DISK' subcommand has been entered, all monitor print output will be written to
disk until a 'PRINT OFF' subcommand is received.

Options:

nnn
Can be used to define the maximum number of print lines nnn to be created. It is valid only for limiting
the number of output lines of actual performance data displays. This option is useful especially to
reduce the output size of the USER or DEVICE displays on large systems. (Make sure the lines are
SORTed so that the meaningful information is contained in the first part of the display.)

Note: This option is supported for single displays only, i.e. it cannot be used if ALL is specified.

SORT sortarg
Indicates that the report is to be sorted as defined by the sort argument sortarg. The SORT option is
valid only for reports that also support sorting in monitor mode, i.e. which are supported by the SORT
subcommand. The same sort arguments can be used as with the SORT subcommand (see “SORT” on
page 295 for a detailed description).

Note: This option is supported for single displays only, i.e. it cannot be used if ALL is specified.

PAGEsize
Defines the number of lines to be printed consecutively before a skip to a new page is forced, and the
header lines printed again at the top of the page.

mm
The maximum number of lines to printed.

OFF
Forces continuous printing, without insertion of intermediate header lines even if the print output
extends over several pages.

Note: This option is supported for single displays only, i.e. it cannot be used if ALL is specified.

TO userid {AT nodeid}
Sets the destination address for the print output, where

userid
Is the user identification of the target virtual machine where the output is to be sent

AT nodeid
Specifies the node identification nodeid of the system where the destination user userid is located.

The destination ID is assumed to be defined on the same VM system if the 'AT nodeid"
specification is omitted.

The print file will be closed automatically when a specific destination ID has been entered with the
'TO' option, i.e. the CLOSE option is implied and needs not be entered separately.

CLOSE
Lets the print file be closed when complete.
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TOFILE fn {ft {fm}}
Indicates that the 'print' file is to be written to disk, where

fn
Is the file name of the disk file

ft
Is the file type of the disk file. A file type of LISTING will be used when no explicit file type is
entered.
fm
Is the file mode of the disk file. A file mode of A1 will be used when no explicit file mode is
entered.
Usage

1. The data printed will always be the same as what you see on your screen. Usually you will see
data from the last interval unless an 'AVERAGE' subcommand has previously been entered to force
calculation of average load figures.

2. The print file will not be closed automatically when the output is directed to the virtual printer. Use any
one of the following methods to close the printer when you are done:
 'CLOSE' option of the PRINT subcommand
« 'TO userid' option of the PRINT subcommand
« 'PRINT OFF' subcommand
« 'CP CLOSE PRT' subcommand

3. REDHist prints one screen's worth of the selected extended history file's data, or the full benchmark
log on disk if an object's benchmark log has been selected. The file name, file type and file mode of a
history file on disk can be specified with additional arguments fn ft fm; the current day's HISTLOG file
is used as input if no further arguments are entered. Since these HISTLOG files can be very large, only
a small subset - enough to fill a screen - will be printed.

4. REDisp causes all CPU redisplay data in storage to be printed. The file name, file type and file mode
of a history file on disk can be specified with additional arguments fn ft fm; the performance redisplay
data in storage are displayed if no further arguments are entered.
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PRINTRMT

Purpose

The PRINTRMT subcommand is intended for use with the remote performance data retrieval (FCONRMT
mode). It will print the selected performance monitor display data in a special format which includes
highlighting attribute information (as strings "Y' for highlighting, and "'-' for display in normal intensity),
and it will send the data to the node and userid specified with the subcommand. Special header and
trailer lines will be added which help the receiving program to handle the data correctly.

Format

»— PRINTRmt T rscs-id TT node-id userid display L J >«
* * J (nnn

M AVerage —————

fM————— CUrrent ——
M————— INTerim ——

\— REComp ————

Reset

— Sort — sortdisp — sortvar —’

Parameters

The first three arguments are required to define the target user's address where the print output is to be
sent.

rscs-id
Is the userid of the RSCS machine where the print output is to be sent. An asterisk "*' indicates that
the PRINTRMT request is for a local user.

node-id
Is the node-ID by which the target user's system is known to the RSCS machine. An asterisk "*'
indicates that the PRINTRMT request is for a local user.

userid
Is the userid of the target user who is to receive the print data.

display
Can be any allowable type of performance data which is to be sent to the selected user.

(nnn
Can be used to define the maximum number of print lines nnn to be created. It is valid only for limiting
the number of output lines of actual performance data displays. This option is useful especially to
reduce the output size of the USER or DEVICE displays on large systems. (You obviously must have
SORTed the data previously so that the meaningful information is contained in the first part of the
display.)

The remaining arguments allow some additional control over the target machine:

AVerage
Switches the performance monitor to calculate and display average load for the overall reporting
period.

CUrrent
Switches the performance monitor to calculate and display current load at the end of the current
measuring interval.
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INTerim
Switches the performance monitor to calculate and display average load for the current interim
period.

REComp
Collects new data and recomputes the performance data for all the permanently updated general
screens which are based on data extraction from CP control blocks.

Note that collection of MONITOR SAMPLE data can not be forced out of turn in this way. You will have
to wait for the end of the current monitor sample interval before updated information can be shown
for displays which are based on the analysis of CP MONITOR data.

Reset
Resets the cumulative counters to zero, and sets the current time as new start time for calculating
averages.

Sort sortdispsortvar
Allows changing the current sorting sequence for a selected performance display. Note that the
extended format of the SORT subcommand must be used, where the first argument defines the
display and the second argument the variable which is to be used for sorting. See “SORT” on page 295
for a detailed description of the subcommand.

Usage

1. REDHist prints one screen's worth of a selected extended history file's data, or the full benchmark log
on disk if an object's benchmark log has been selected. The file name, file type and file mode of a
history file on disk can be specified with additional arguments fn ft fm; the current day's HISTLOG file
is used as input if no further arguments are entered. Since HISTLOG files can be very large, only a small
subset - enough to fill a screen - will be printed.

2. REDisp causes all CPU redisplay data in storage to be printed. The file name, file type and file mode
of a history file on disk can be specified with additional arguments fn ft fm; the performance redisplay
data in storage are displayed if no further arguments are entered.
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PRIVOP

Purpose

The PRIVOP subcommand causes the Privileged Operations Screen (FCX104) to be displayed, with
information on the utilization of some privileged commands and diagnose instructions.

Format

»— PRIVOp >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX104, Privileged Operations Screen — PRIVOP” on page 400.
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PROCCONF

Purpose

The PROCCONF subcommand causes the Processor/Core Configuration Log Screen (FCX234) to be
displayed.

Format

»— PROCConf »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX234, Processor/Core Configuration Log Screen — PROCCONF” on page 697.
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PROCLOG

Purpose

The PROCLOG subcommand causes the Processor Log Screen (FCX144) to be displayed. This
subcommand supports the monitor data from z/VM 6.2 and earlier. For z/VM 6.3 and later, this
subcommand is available for compatibility purposes only, and PRCLOG should be used instead. (See
“PRCLOG” on page 251.)

Format

»— PROCLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX144, Processor Log Screen — PROCLOG” on page 504.
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PROCMENU

Purpose

The PROCMENU subcommand causes the Processor Load and Configuration Logs Menu (FCX236) to be
displayed.

Format

»— PROCmenu >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX236, Processor Load and Configuration Logs Menu — PROCMENU” on page 701.
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PROCSUM

Purpose
The PROCSUM subcommand causes the Processor Summary Log Screen (FCX239) to be displayed.

Format

»— PROCSum —»<«

Parameters

No parameters are allowed or tested for.

Results
See “FCX239, Processor Summary Log Screen — PROCSUM” on page 705.
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PUCFGLOG

Purpose

The PUCFGLOG subcommand causes the Logical PU (Core and Threads) Configuration Log screen
(FCX299) to be displayed.

Format

»— PUCfglog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX299, Processor Unit (Core and Threads) Configuration Log Screen — PUCFGLOG” on page 813.

262 z/VM: 7.4 Performance Toolkit Reference



PUORGLOG

Purpose
The PUORGLOG subcommand causes the Logical Core Organization Log (FCX298) to be displayed.

Format

»— PUOrglog »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX298, Logical Core Organization Log Screen — PUORGLOG” on page 811.
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QDIO

Purpose
The QDIO command causes the QDIO Activity Screen (FCX251) to be displayed.

Format

»— QDIO »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX251, QDIO Activity Screen — QDIO” on page 723.
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QDIOLOG

Purpose

The QDIOLOG command causes the QDIO Activity Log (FCX252) to be displayed for the selected QDIO
device.

Format

»— QDIOLog devno »«

Parameters

devno
Is the I/0 device number of the QDIO device for which the QDIO Activity Log (FCX252) is to be
displayed.

Results
See “FCX252, QDIO Activity Log Screen — QDIOLOG” on page 725.
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QEBSM

Purpose
The QEBSM command causes the QEBSM Activity Screen (FCX255) to be displayed.

Format

»— QEBsm —»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX255, QEBSM Activity Screen — QEBSM” on page 730.
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QEBSMLOG

Purpose

The QEBSMLOG command causes the QEBSM Activity Log (FCX256) to be displayed for the selected
device.

Format

»— QEBSMLog — device »«

Parameters

device
is the I/O device number of the QEBSM device for which the QEBSM Activity Log (FCX256) is to be

displayed.

Results
See “FCX256, QEBSM Activity Log Screen — QEBSMLOG” on page 732.
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REDHIST

Purpose

The REDHIST subcommand allows browsing through history data log files on disk. It can process the
extended newer file format (HISTLOG and HISTSUM files), the older format (PERFLOG and PERFHIST
files), and an object's benchmark log files on disk.

Format

»»— REDHist — fn — ft —Efmlu

Parameters
fn

Is the file name of the performance history file. The file name usually contains the file's creation date,
in yyyymmdd format for HISTLOG and HISTSUM files or mmddyy format for PERFLOG and PERFHIST
files.

ft
Is the file type of the log file. The default file types are HISTLOG (for the current file), HISTLOG1
and HISTLOG?2 for previous log generations when an extended history data log is to be browsed, or
PERFLOG, PERFLOG1, and PERFLOG2, respectively, for history logs in the older format.

Enter the complete file type when browsing benchmark log files.

The condensed history files have default names of ACUM HISTSUM for the newer file format and
ACUM PERFHIST for the older format.

Note that the file type of condensed history files in the older format (default name: ACUM PERFHIST)
must be PERFHIST when viewing them with the REDHIST subcommand. You can keep backup copies
of this file under another file name, but they cannot be displayed with the REDHIST subcommand if
the file type was changed too.

Is the file mode of the log file. The default file mode is an astrerisk (*), that is, all accessed disks will
be searched for the file.

Usage

1. The current day's detailed HISTLOG file is selected for display if the subcommand is entered without
any arguments.

2. Only actual performance history files should be displayed in this way. Selection of other files might be
possible if they pass some tests, but will lead to unpredictable results.

3. An explicit file mode is often specified because another user's performance history file is to be
redisplayed. If the current day's history file is to be viewed, the file will probably still be active, and the
corresponding disk should be re-accessed just before displaying the file, so that an updated version
of the minidisk directory is used. If the file has been updated again, read errors could occur or invalid
data could be shown, possibly causing Performance Toolkit to end abnormally.
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REDISP

Purpose

The REDISP subcommand enters performance monitoring redisplay mode, displaying key system
performance indicators from the last measuring intervals.

Format

ﬁ CPUData ﬁ

»»— REDisp — TRAnsact

M——— STORUtiL ———

M MAXuser ———

>nnn d

SR P U

Parameters

CPUData
Causes the redisplay data to be positioned so that the CPU load information will be shown. This is the
default.

TRAnsact

Positions the redisplay data so that user activity and queue statistics information will be shown
STORULil

Positions the redisplay data so that storage utilization data will be shown

MAXuser
Positions the redisplay data so that the area with the user performance extremes will be shown

>nnn
Positions the redisplay data so that the area at a position nnn columns to the right will be shown

fn
Is the file name of the performance history file. The file name usually contains the file's creation date,
in format mmddyy for PERFLOG/PERFHIST files.

ft
Is the file type of the log file. Default file types are PERFLOG, PERFLOG1 and PERFLOG2 respectively
for history logs in the old format. The condensed history files have default names of 'ACUM PERFHIST'
for the old format.

fm
Is the file mode of the log file. Default file mode is '*!, i.e. all accessed disks will be searched for the
file.

Usage

1. The CPUDATA, TRANSACT, STORUTIL and MAXUSER arguments can also be entered separately, once
the performance redisplay screen has been selected, to re-position the data shown on the screen.
(The minimum abbreviations shown for these arguments are actually valid when entering them in this
way; a shorter format may be accepted when entering them together with the REDISP subcommand.)

2. Performance data from your current redisplay buffer (in storage) will be displayed.
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RESET

Purpose

The RESET subcommand causes all cumulative counters (used for calculation of average load values) to
be reset to zero.

Format

»— RESet »«

Parameters

No parameters are allowed or tested for.

Usage

1. An automatic RESET is performed at midnight, but you may choose to reset these counters also at
other times, e.g. before periods of exceptionally high system load, so that the averages calculated
give a better indication of bottlenecks under high load. See the RESET argument of the 'FC MONCOLL'
subcommand (“FCONTROL MONCOLL” on page 53) for information on how to cause automatic resets
at pre-defined times.

For more information, see also the “Resetting Performance Data/Defining Periods” section in the z/VM:
Performance Toolkit Guide.
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RESPALL

Purpose
The RESPALL subcommand causes the Response Time Log (All) Screen (FCX136) to be displayed.

Format

»— RESPall >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX136, Response Time Log (All) Screen — RESPALL” on page 494.
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RESPUP

Purpose
The RESPUP subcommand causes the Response Time Log (UP) Screen (FCX137) to be displayed.

Format

»— RESPUp >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX137, Response Time Log (UP) Screen — RESPUP” on page 496.
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RETURN

Purpose

The RETURN subcommand, if entered from the performance data selection menu, exits performance
monitor mode and returns to basic mode. If entered from any of the general performance screens, the
performance data selection menu will be displayed again, and if entered from one of the detailed displays
(e.g. user resource details, I/O device details) you will return to the screen from which the detailed display
had been selected. Several RETURN subcommands may be necessary to return back to basic mode.

Format

RETurnj—N
QUIT

Usage

1. 'QUIT' is accepted as a synonym for the RETURN subcommand.
2. The same function can also be performed by pressing PF12.
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RIGHT

Purpose

The RIGHT subcommand moves the display window of the performance monitor re-display screen or of
the PLOTDET display to the right.

Format

nn

Parameters

nn
Indicates the number of columns by which data are to be be moved. The default shift value is 40 for

the REDISPLAY screen and 60 measurements (approximately one hour) for the PLOTDET display.

Usage
1. Pressing PF11 or PF23 will also shift the window to the right for the default number of columns.
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RSKDET

Purpose

The RSKDet subcommand causes the Reusable Server Kernel Performance Details Screen (FCX217) to be
displayed.

Format

»— RSKDet — userid »«

Parameters

userid
Is the user identification of the RSK server machine for the Reusable Server Kernel Performance

Details Screen (FCX217) is to be displayed.

Results
See “FCX217, Reusable Server Kernel Performance Details Screen — RSKDET” on page 660.
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RSKDISK

Purpose

The RSKDISK subcommand causes the Reusable Server Kernel Disk Performance Log Screen (FCX219) to
be displayed.

Format

»— RSKDIsk — userid >«

Parameters

userid
Is the user identification of the RSK server machine for which the Reusable Server Kernel Disk
Performance Log Screen (FCX219) is to be displayed.

Results
See “FCX219, Reusable Server Kernel Disk Performance Log Screen — RSKDISK” on page 667.
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RSKLOG

Purpose

The RSKLOG subcommand causes the Reusable Server Kernel Performance Log Screen (FCX218) to be
displayed.

Format

»— RSKLog — userid »«

Parameters

userid
Is the user identification of the RSK server machine for which the Reusable Server Kernel

Performance Log Screen (FCX218) is to be displayed.

Results
See “FCX218, Reusable Server Kernel Performance Log Screen — RSKLOG” on page 665.

Chapter 1. Performance Toolkit Subcommands 277



RSKMENU

Purpose

The RSKMENU subcommand causes the Reusable Server Kernel Performance Data Menu (FCX216) to be
displayed.

Format

»— RSKmenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX216, Reusable Server Kernel Performance Data Menu Screen — RSKMENU” on page 659.
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RSKSTOR

Purpose

The RSKSTOR subcommand causes the Reusable Server Kernel Storage Log Screen (FCX220) to be
displayed.

Format

»— RSKStor — userid »«

Parameters

userid
Is the user identification of the RSK server machine for which the Reusable Server Kernel Storage Log

Screen (FCX220) is to be displayed.

Results
See “FCX220, Reusable Server Kernel Storage Log Screen — RSKSTOR” on page 669.
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SCHDATA

Purpose
The SCHDATA subcommand causes the Scheduler Data Log Screen (FCX175) to be displayed.

Format

»— SCHData »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX175, Scheduler Data Log Screen — SCHDATA” on page 564.
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SCHEDLOG

Purpose
The SCHEDLOG subcommand causes the Scheduler Queue Log Screen (FCX145) to be displayed.

Format

»— SCHedlog »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX145, Scheduler Queue Log Screen — SCHEDLOG” on page 507.
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SCSI

Purpose

The SCSI subcommand causes the SCSI Device Screen (FCX249) for the emulated FBA devices (EDEV) to
be displayed. These devices must have been previously defined by the CP SET EDEV command.

Format

»— SCSI »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX249, SCSI Device — SCSI” on page 721.
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SCSILOG

Purpose

The SCSILOG subcommand causes the SCSI Resource Utilization Log Screen (FCX250) to be displayed for
the selected emulated FBA device (EDEV). This device must have been previously defined by the CP SET
EDEV command.

Format

»— SCSILog — devno »«

Parameters

devno
Is the emulated FBA device number for which the SCSI Resource Utilization Log Screen (FCX250) is to
be displayed.

Results
See “FCX250, SCSI Resource Utilization Log — SCSILOG” on page 722.
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SEEKDET

Purpose
The SEEKDET subcommand causes the DASD Seeks Details Screen (FCX158) to be displayed.

Format

»— SEEKDEt — devno »«

Parameters

devno
Specifies the device number of the disk for which the DASD Seeks Details Screen (FCX158) is to be
displayed.

Usage

1. When entered in real-time monitoring mode, a:

MONITOR EVENT ENABLE SEEKS DEVICE xxxx

command is automatically executed for the selected disk. If SEEKS domain data for that disk had not
previously been enabled, message:

FCXSED451I SEEKS EVENT data collection started for device xxxx

will be shown to make you aware of the fact. Note that seeks data collection for the disk will not be
disabled again when you leave the display. You will have to explicitly enter the subcommand:

MONITOR EVENT DISABLE SEEKS DEVICE xxxx
for disabling seeks data collection for a single disk, or the subcommand:
MONITOR EVENT DISABLE SEEKS ALL

for disabling seeks data collection for all disks.

2. The Volume serial and Disc. time (msec) information is obtained from I/O domain SAMPLE
records. It can not be inserted before at least one (for Volume serial) ortwo (for Disc. time
(msec)) sample intervals have elapsed.

Results
See “FCX158, DASD Seeks Details Screen — SEEKDET” on page 536.
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SEEKDIST

Purpose
The SEEKDIST subcommand causes the DASD Seeks Distances Screen (FCX157) to be displayed.

Format

»— SEEKdist >«

Parameters

No parameters are allowed or tested for.

Usage

1. Seeks data collection and analysis for disk packs with a high I/0 activity causes considerable
overhead. Seeks EVENT data should, therefore, be enabled only for limited periods of time, and/or
for a restricted number of disks.

2. The Volume Serial and Disc Time msec information is obtained from I/O domain SAMPLE
records. It can not be inserted before at least one (for Volume Serial) or two (for Disc Time
msec) sample intervals have elapsed.

Results

See “FCX157, DASD Seeks Distances Screen — SEEKDIST” on page 534.
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SEEKDLOG

Purpose

The SEEKDLOG subcommand causes the DASD Seeks Distances Log Screen (FCX172) to be displayed for
the selected disk.

Format

»— SEEKDLog — devno »«

Parameters

devno
Is the number of the disk for which the DASD Seeks Distances Log Screen (FCX172) is to be displayed.

Results
See “FCX172, DASD Seeks Distances Log Screen — SEEKDLOG” on page 557.
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SEEKLLOG

Purpose

The SEEKLLOG subcommand causes the DASD Seeks Locations Log Screen (FCX171) to be displayed for
the selected disk.

Format

»— SEEKLLog — devno »«

Parameters

devno
Is the number of the disk for which the DASD Seeks Locations Log Screen (FCX171) is to be displayed.

Results
See “FCX171, DASD Seeks Locations Log Screen — SEEKLLOG” on page 556.
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SEEKLOC

Purpose
The SEEKLOC subcommand causes the DASD Seeks Locations Screen (FCX156) to be displayed.

Format

»— SEEKLoc <«

Parameters

No parameters are allowed or tested for.

Usage

1. Seeks data collection and analysis for disk packs with a high I/0 activity causes considerable
overhead. Seeks EVENT data should, therefore, be enabled only for limited periods of time, and/or
for a restricted number of disks.

2. The Volume Serial and Disc Time msec information is obtained from I/O domain SAMPLE
records. It can not be inserted before at least one (for Volume Serial) or two (for Disc Time
msec) sample intervals have elapsed.

Results

See “FCX156, DASD Seeks Locations Screen — SEEKLOC” on page 532.
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SFS

Purpose

The SFS subcommand causes either the Shared File System Server Screen (FCX116) or the Shared File
System Server Details (FCX117) to be displayed, based on whether a specific userid is specified.

Format

T T
userid

Parameters

userid
Is the identification of a shared file system server for which detailed performance data are to be
displayed. A Shared File System Server Details Screen (FCX117) will be shown with performance
information for the selected user only.

The Shared File System Server Screen (FCX116), which shows summary performance data for all
Shared File System server machines, will be shown if you enter the SFS subcommand with no userid.

Usage

1. The analysis of SFS server performance is based on both APPLDATA and USER domain records of
the CP MONITOR. No data can be shown when the APPLDATA records are missing, but Performance
Toolkit will attempt to show as much information as possible even when the user data records are
not available. Dots will then be inserted into the fields which could not be calculated. This situation
will always occur during the very first full interval. Data extraction from the relevant user records will
start only once the SFS server machines have been identified by their APPLDATA records, i.e. the fields
based on USER records (page wait state, CPU consumption) can be calculated only one cycle later.

Results
See “FCX116, Shared File System Server Screen — SFS” on page 455 if you specified SFS.
See “FCX117, Shared File System Server Details Screen — SFS” on page 457 if you specified SFS userid.
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SFSIOLOG

Purpose
The SFSIOLOG subcommand causes the Shared File System I/O Log Screen (FCX151) to be displayed.

Format

»— SFSIolog »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX151, Shared File System I/O Log Screen — SFSIOLOG” on page 520.

290 z/VM: 7.4 Performance Toolkit Reference



SFSLOG

Purpose
The SFSLOG subcommand causes the Shared File System Log Screen (FCX150) to be displayed.

Format

»— SFSLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX150, Shared File System Log Screen — SFSLOG” on page 518.
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SFSMENU

Purpose
The SFSMenu subcommand causes the SFS and BFS Logs Selection Menu (FCX221) to be displayed.

Format

»— SFSMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX221, SFS and BFS Logs Selection Menu Screen — SFSMENU” on page 671.
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SFSREQ

Purpose
The SFSREQ subcommand causes the Shared File System Requests Log Screen (FCX152) to be displayed.

Format

»— SFSReq »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX152, Shared File System Requests Log Screen — SFSREQ” on page 522.
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SKIPSAMP

Purpose

The SKIPSAMP subcommand is valid in monitor and trend file scan mode only. It will skip a number of
records until a set of records is found which was collected at a specific time or date.

Format

»— SKIPsamp >

1
B W
’SS

2
— yyyymmdd —

Notes:

1 valid for monitor data files only.
2 Valid for trend files only.

Parameters

hh:mm:ss
Specifies the time, in hours and minutes, of the next batch of monitor sample data you are interested

in. The time must be specified exactly as shown, i.e. with two digits each for hours and minutes,
separated by a colon. Specifying seconds is optional.

yyyymmdd

Specifies the date, in years, months and days, up to which the intermediate trend file records are to be
skipped. The date must be specified exactly as shown, i.e. with four digits for the year and two digits
each for month and days.

Usage

1. The file will be scanned until sample data are found which have been collected at a time equal to or
higher than the specified value. If entered without a target time or date, only the next interval will be
processed, just as if a NEXTSAMP subcommand had been entered. Note that the intermediate data
will not be processed. The subcommand is intended to allow skipping to a specific point of time in
the collected data with a minimum of overhead. Use the NEXTSAMP subcommand for skipping if all
intermediate data should also be processed, thus creating a complete set of 'by time' log displays, and
also allowing correct averages to be calculated for monitor data.

294 z/VM: 7.4 Performance Toolkit Reference




SORT

Purpose

The SORT subcommand causes output lines on certain screens to be sorted according to the selected
criteria. Sorting is possible only on data columns that have a dot above the column heading. Data columns
on screens with no dots above any of the headings cannot be selected for sorting.

Format

»— SOrt L J colname »«
display

Parameters

display
Specifies the display that is to be sorted. The argument is required only for setting the sorting
sequence on a display other than the one that is currently being viewed. It is identical to the
subcommand required for selecting the targeted display for viewing.

The data column that is selected for sorting is indicated by the underscore characters above the
column heading.

colname
Specifies the data column that is to be sorted. Enter the character string in the data column's bottom

heading line as the sort argument.
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SPOOL

Purpose

The SPOOL subcommand causes the SPOOL File User Details Screen (FCX121), SPOOL File User
Summary Screen (FCX120), or the SPOOL File Summary Screen (FCX119) to be displayed, based on
how you specify the subcommand. (See below.)

Format
»— SPool >«
M———— Nosystem ——
— User o
L userid J
Parameters
userid
Displays the SPOOL File User Details Screen (FCX121) for the specified userid.
User

(Without further argument) displays the SPOOL File User Summary Screen (FCX120), with the total
SPOOL space utilization for all users.

Nosystem
Displays the SPOOL File Summary Screen (FCX119) for the 100 largest SPOOL files, but will exclude
system files (for example, NSS files) from the display.

If you specify the SPOOL subcommand with no parameters at all, the SPOOL File Summary Screen
(FCX119) will be displayed for the 100 largest SPOOL files.

Usage

Usage Note: Scanning a large number of SPOOL files can cause considerable overhead. The display is
therefore not automatically updated in the usual 1-minute intervals.

You are shown an updated display in the following instances:

- Afterinitially entering a SPOOL display from any other type of performance display
- After pressing the ENTER-key without input

Results (For Selected User)

See “FCX119, SPOOL File Summary Screen — SPOOL or SPOOL NOSYSTEM” on page 461 if specified
SPOOL or SPOOL NOSYSTEM.

See “FCX120, SPOOL File User Summary Screen — SPOOL USER” on page 464 if specified SPOOL USER.
See “FCX121, SPOOL File User Details Screen — SPOOL” on page 466 if specified SPOOL userid.
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SSICONF

Purpose
The SSICONF subcommand causes the SSI configuration screen (FCX276) to be displayed.

Format

»— SSIConf >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX276, SSI Configuration Screen — SSICONF” on page 770.
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SSIMENU

Purpose
The SSIMenu subcommand causes the SSI and ISFC Selection Menu (FCX271) to be displayed.

Format

»— SSIMenu >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX271, SSI Data Menu Screen — SSIMENU” on page 760.
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SSISCHLG

Purpose

The SSISCHLG subcommand causes the SSI State Change Synchronization Activity log screen (FCX277)
to be displayed.

Format

»— SSISChlg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX277, SSI State Change Synchronization Activity Log Screen — SSISCHLG” on page 772.
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SSISMILG

Purpose
The SSISMILG subcommand causes the SSI State/Mode Information log screen (FCX278) to be displayed.

Format

»— SSISMilg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX278, SSI State/Mode Information Log Screen — SSISMILG” on page 773.

300 z/VM: 7.4 Performance Toolkit Reference



STEALLOG

Purpose
The STEALLOG subcommand causes the Steal Statistics screen (FCX296) to be displayed.

Format

»— STEALlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX296, Steal Statistics Screen — STEALLOG” on page 807.
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STORAGE

Purpose
The STORAGE subcommand causes the Storage Utilization Screen (FCX103) to be displayed.

Format

»— STOrage >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX103, Storage Utilization — STORAGE” on page 392.
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STORLOG

Purpose
The STORLOG command causes the Storage Utilization Log Screen (FCX253) to be displayed.

Format

»— STORLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX253, Storage Utilization Log Screen — STORLOG” on page 726.
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STORMENU

Purpose
The STORMENU command displays the Storage Management Logs Menu (FCX260).

Format

»— STORMenu -»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX260, Storage Management Logs Menu Screen — STORMENU” on page 739.
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SUBPLOG

Purpose
The SUBPLOG subcommand causes the Subpool Storage Log Screen (FCX316) to be displayed.

Format

»— SUBPlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX316, Subpool Storage Log Screen — SUBPLOG” on page 848.
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SXSAVAIL

Purpose

The SXSAVAIL command causes the SXS Available Page Queues Management Log Screen (FCX261) to be
displayed.

Format

»— SXSAvail >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX261, SXS Available Page Queues Management Log Screen — SXSAVAIL” on page 740.
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SXSDEFER

Purpose

The SXSDEFER command causes the SXS Deferred Tasks Management Log Screen (FCX263) to be
displayed.

Format

»— SXSDefer >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX263, SXS Deferred Tasks Management Log Screen — SXSDEFER” on page 744.
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SXSPAGE

Purpose
The SXSPAGE command causes the SXS Page Management Log Screen (FCX262) to be displayed.

Format

»— SXSPage —»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX262, SXS Page Management Log Screen — SXSPAGE” on page 742.
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SXSUTIL

Purpose
The SXSUTIL command causes the SXS Storage Utilization Log Screen (FCX264) to be displayed.

Format

»— SXSUtil >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX264, SXS Storage Utilization Log Screen — SXSUTIL” on page 746.
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SYSCONF

Purpose
The SYSCONF subcommand causes the System Configuration Screen (FCX180) screen to be displayed.

Format

»— SYSConf >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX180, System Configuration — SYSCONF” on page 577.
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SYSLOAD

Purpose

The SYSLOAD subcommand causes the System Load Overview Screen (FCX198) to be displayed when
entered while in an APPC/VM session via an APPC/VM store and forward server that is also acting as
central data collector machine.

This subcommand is not valid in native monitor mode. Note that the System Load Overview Screen
(FCX198) can also be displayed by issuing the FCONRMT command in basic mode. See the "Remote
Performance Monitoring Facility" section in the “FCONRMT” on page 106 for a detailed description of
remote performance monitoring.

Format

»— SYSLOAD —»«

Parameters

No parameters are allowed or tested for.

Results

See the "Connecting to an S&F Server for Remote Connections" section in the z/VM: Performance Toolkit
Guide for more information on the SYSMENU System Selection Menu and the SYSLOAD System Load
Overview Screen.

Chapter 1. Performance Toolkit Subcommands 311


https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpl8_v7r4.pdf#nameddest=hcpl8_v7r4
https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpl8_v7r4.pdf#nameddest=hcpl8_v7r4

SYSLOG

Purpose
The SYSLOG subcommand causes the System Facilities Log Screen (FCX179) to be displayed.

Format

»— SYSLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX179, System Facilities Log Screen — SYSLOG” on page 575.
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SYSMENU

Purpose

The SYSMENU subcommand causes the System Selection Menu (FCX193) be displayed when entered
while in an APPC/VM session via an APPC/VM store and forward server.

This subcommand is not valid in native monitor mode.

Format

»— SYSMENU >«

Parameters

No parameters are allowed or tested for.

Results

See the "Connecting to an S&F Server for Remote Connections" section in the z/VM: Performance Toolkit
Guide for more information on the SYSMENU System Selection Menu and the SYSLOAD System Load
Overview Screen.
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SYSSET

Purpose
The SYSSET subcommand causes the System Settings Screen (FCX154) to be displayed.

Format

»— SYSSet >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX154, System Settings Screen — SYSSET” on page 526.
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SYSSUMLG

Purpose
The SYSSUMLG subcommand causes the System Summary Log Screen (FCX225) to be displayed.

Format

»— SYSSUmlg >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX225, System Summary Log Screen — SYSSUMLG” on page 677.
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SYSTEM

Purpose

The SYSTEM subcommand causes the System Counters Screen (FCX102) to be displayed, with
information on the system's management of storage, paging, and the minidisk cache.

Format

»— SYStem >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX102, System Counters — SYSTEM” on page 385.
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SYSTRANS

Purpose
The SYSTRANS subcommand causes the System Transaction Statistics Screen (FCX130) to be displayed.

Format

»— SYSTRans »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX130, System Counters Screen — SYSTRANS” on page 480.
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TCPACTLG

Purpose
The TCPACTLG subcommand causes the General TCP/IP Activity Log Screen (FCX204) to be displayed.

Format

»— TCPActlg — userid »«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the general activity log is to be
displayed.

Results
See “FCX204, General TCP/IP Activity Log Screen — TCPACTLG” on page 638.
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TCPBPLOG

Purpose
The TCPBPLOG subcommand causes the TCP/IP Buffer Pools Log Screen (FCX210) to be displayed.

Format

»— TCPBplog — userid »<

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP Buffer Pools Log Screen
(FCX210) is to be displayed.

Results
See “FCX210, TCP/IP Buffer Pools Log Screen — TCPBPLOG” on page 648.
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TCPCONF

Purpose
The TCPCONF subcommand causes the TCP/IP Server Configuration Screen (FCX212) to be displayed.

Format

»— TCPConf — userid -»«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP Server Configuration
Screen (FCX212) is to be displayed.

Results
See “FCX212, TCP/IP Server Configuration Screen — TCPCONF” on page 650.
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TCPDATLG

Purpose

The TCPDATLG subcommand causes the General TCP/IP Data Transfer Log Screen (FCX205) to be
displayed.

Format

»— TCPDatlg — userid »«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the General TCP/IP Data Transfer Log

Screen (FCX205) is to be displayed.

Results
See “FCX205, General TCP/IP Data Transfer Log Screen — TCPDATLG” on page 640.
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TCPDOSLG

Purpose
The TCPDOSLG command lets the TCP/IP Denial of Service Log Screen (FCX233) be displayed.

Format

»— TCPDoslg — userid »«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP Denial of Service Log
Screen (FCX233) is to be displayed.

Results
See “FCX233, TCP/IP Denial of Service Log Screen — TCPDOSLG” on page 695.
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TCPICMP

Purpose
The TCPICMP subcommand causes the TCP/IP ICMP Messages Log Screen (FCX206) to be displayed.

Format

»— TCPIcmp — userid »«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP ICMP Messages Log
Screen (FCX206) is to be displayed.

Results
See “FCX206, TCP/IP ICMP Messages Log Screen — TCPICMP” on page 642.
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TCPIOLOG

Purpose
The TCPIOLOG command lets the TCP/IP I/O Activity Log Screen (FCX222) be displayed.

Format

»— TCPIOlog — userid »«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP I/O Activity Log Screen
(FCX222) is to be displayed.

Results
See “FCX222, TCP/IP I/O Activity Log Screen — TCPIOLOG” on page 672.
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TCPLINKS

Purpose
The TCPLINKS subcommand causes the TCP/IP Links Activity Log Screen (FCX208) to be displayed.

Format

»— TCPLinks — userid »«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP Links Activity Log Screen
(FCX208) is to be displayed.

Results
See “FCX208, TCP/IP Links Activity Log Screen — TCPLINKS” on page 646.
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TCPMENU

Purpose
The TCPMENU subcommand causes the TCP/IP Performance Data Menu (FCX203) to be displayed.

Format

»— TCPMenu -»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX203, TCP/IP Performance Data Menu Screen — TCPMENU” on page 636.

326 z/VM: 7.4 Performance Toolkit Reference



TCPSESS

Purpose

The TCPSESS subcommand causes the TCP/IP TCP and UDP Sessions Log Screen (FCX207) to be
displayed.

Format

»— TCPSess — userid >«

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP TCP and UDP Sessions

Log Screen (FCX207) is to be displayed.

Results
See “FCX207, TCP/IP TCP and UDP Sessions Log Screen — TCPSESS” on page 644.
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TCPUSERS

Purpose
The TCPUSERS subcommand causes the TCP/IP Users Activity Log Screen (FCX214) to be displayed.

Format

»— TCPUsers — userid -»<

Parameters

userid
Is the user identification of the TCP/IP server machine for which the TCP/IP Users Activity Log Screen
(FCX214) is to be displayed.

Usage

1. Once a virtual machine has shown any TCP/IP activity, its ID will be shown in the log for each interval
at least up to the next 'reset’, even while inactive. At reset time users that did not show any activity (i.e.
did not produce any OPEN/CLOSE records) during the previous reset interval and that do not have an
open session will be removed from the internal tables, and they will no longer be included in the log.

Results
See “FCX214, TCP/IP TCP and UDP Sessions Log Screen — TCPUSERS” on page 655.
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TOP

Purpose

The TOP subcommand displays the beginning of the current selection of performance data.

Format

»— Top >«

Parameters

No parameters are allowed or tested for.

Usage
1. The beginning of the log will also be shown after pressing PF4 or PF16.
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TOPOLOG

Purpose

The TOPOLOG subcommand causes the System Topology Machine Organization Screen (FCX287) to be
displayed.

Format

»— TOPOlog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX287, System Topology Machine Organization Screen — TOPOLOG” on page 792.
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UCoOMM

Purpose
The UCOMM subcommand causes the User Communication Screen (FCX132) to be displayed.

Format

»— UCOmm -»<«

Parameters

No parameters are allowed or tested for.

Results
See “FCX132, User Communication Screen — UCOMM” on page 484.
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UCOMMLOG

Purpose

The UCOMMLOG subcommand causes either the User Communication Log Screen (FCX167) or the
General User Communication Log Screen (FCX182) to be displayed, based on whether a specific userid is
specified.

Format

userid

Parameters

userid
Is the user identification of the virtual machine for which the User Communication Log Screen
(FCX167) is to be displayed.

The General User Communication Log Screen (FCX182), with sums and averages for all users on the
system, will be shown when the subcommand is entered without an additional argument.

Results

See “FCX182, General User Communication Log Screen — UCOMMLOG” on page 585 if you specified
UCOMMLOG.

See “FCX167, User Communication Log Screen — UCOMMLOG” on page 547 if you specified UCOMMLOG
userid.
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UCONF

Purpose
The UCONF subcommand causes the User Configuration Screen (FCX226) to be displayed.

Format

»— UCONf >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX226, User Configuration — UCONF” on page 679.
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UDEFMENU

Purpose

The UDEFMENU subcommand causes the User Defined Displays Selection Menu (FCX213) to be
displayed.

Format

»— UDEFMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX213, User-Defined Displays Selection Menu Screen — UDEFMENU” on page 654.

334 z/VM: 7.4 Performance Toolkit Reference



UPAGE

Purpose
The UPAGE subcommand causes the User Page Data Screen (FCX113) to be displayed.

Format

»— UPAge >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX113, User Page Data Screen — UPAGE” on page 435.
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UPAGELOG

Purpose

The UPAGELOG subcommand causes the User Page Data Log Screen (FCX163) to be displayed for the
selected user.

Format

»— UPAGELog — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the User Page Data Log Screen (FCX163) is

to be displayed.

Results
See “FCX163, User Page Data Log Screen — UPAGELOG” on page 543.

336 z/VM: 7.4 Performance Toolkit Reference



UPGACT

Purpose
The UPGACT subcommand causes the User Page Activity screen (FCX290) to be displayed.

Format

»— UPGAct >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX290, User Page Activity Screen — UPGACT” on page 798.
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UPGACTLG

Purpose

The UPGACTLG subcommand causes the User Page Activity Log screen (FCX291) to be displayed for the
selected user.

Format

»— UPGACTLg — userid >«

Parameters

userid
Is the user identification of the virtual machine for which the User Page Activity Log screen (FCX291)

is to be displayed.

Results
See “FCX291, User Page Activity Log Screen — UPGACTLG” on page 800.
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UPGMENU

Purpose
The UPGMENU subcommand causes the User Paging Menu (FCX289) to be displayed.

Format

»— UPGMenu »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX289, User Paging Menu Screen — UPGMENU” on page 797.
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UPGUTL

Purpose
The UPGUTL subcommand causes the User Page Utilization Data screen (FCX292) to be displayed.

Format

»— UPGUtl >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX292, User Page Utilization Data Screen — UPGUTL” on page 801.
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UPGUTLLG

Purpose

The UPGUTLLG subcommand causes the User Page Utilization Data Log screen (FCX293) to be displayed
for the selected user.

Format

»— UPGUTLLE — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the User Page Utilization Data Log screen
(FCX293) is to be displayed.

Results
See “FCX293, User Page Utilization Data Log Screen — UPGUTLLG” on page 803.
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UQDIO

Purpose
The UQDIO command causes the User QDIO Activity Screen (FCX257) to be displayed.

Format

»— UQDIO »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX257, User QDIO Activity Screen — UQDIO” on page 733.
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UQDIOLOG

Purpose

The UQDIOLOG command causes the User QDIO Activity Log (FCX258) to be displayed for the selected
user.

Format

»— UQDIOLog — userid >«

Parameters

userid
Is the user identification of the virtual machine for which the User QDIO Activity Log (FCX258) is to be
displayed.

Results
See “FCX258, User QDIO Activity Log Screen — UQDIOLOG” on page 735.
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URESP

Purpose
The URESP subcommand causes the User Response Time Screen (FCX127) to be displayed.

Format

»— UREsp »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX127, User Response Time Screen — URESP” on page 475.
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URESPLOG

Purpose

The URESPLOG subcommand causes the User Response Time Log Screen (FCX165) to be displayed for
the selected user.

Format

»— URESPLog — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the User Response Time Log Screen
(FCX165) is to be displayed.

Results
See “FCX165, User Response Time Log Screen — URESPLOG” on page 545.
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USER

Purpose

The USER subcommand causes either the User Resource Details Screen (FCX115) or the User Resource
Usage Screen (FCX112) to be displayed, based on whether a userid is specified.

Format

userid

Parameters

userid
Is the identification of a virtual machine for which detailed performance data are to be displayed. A
User Resource Details Screen (FCX115) will be shown with performance information for the selected
user only.

The User Resource Usage Screen (FCX112) will be shown if you enter the USER subcommand with no
userid.

Results
See “FCX112, User Resource Usage — USER” on page 431 if you specified USER.
See “FCX115, User Resource Details — USER userid” on page 443 if you specified USER userid.
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USERLOG

Purpose

The USERLOG subcommand causes the User Resource Usage Log Screen (FCX162) to be displayed for the
selected user.

Format

»— USERLog — userid >«

Parameters

userid
Is the user identification of the virtual machine for which the User Resource Usage Log Screen

(FCX162) is to be displayed.

Results
See “FCX162, User Resource Usage Log — USERLOG userid” on page 542.
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USRMPLOG

Purpose

The USRMPLOG subcommand causes the Multiprocessor User Activity Log Screen (FCX288) to be
displayed for the selected user.

Format

»— USRMPLog — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the Multiprocessor User Activity Log Screen

(FCX288) is to be displayed.

Results
See “FCX288, Multiprocessor User Activity Log Screen — USRMPLOG” on page 794.
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USRPRCTM

Purpose
The USRPRCTM subcommand causes the User Processor Time Screen (FCX333) to be displayed.

Format

»— USRPrctm —»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX333, User Processor Time Screen — USRPRCTM” on page 875.
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USRTMLOG

Purpose

The USRTMLOG subcommand causes the User Processor Time Log Screen (FCX334) to be displayed for
the selected user.

Format

»— USRTmlog — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the User Processor Time Log Screen
(FCX334) is to be displayed.

Results
See “FCX334, User Processor Time Log Screen — USRTMLOG” on page 877.
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USTAT / USTATG

Purpose

The USTAT subcommand causes the User Wait States Screen (FCX114) to be displayed (with user activity
and wait state percentages shown numerically). The USTATG subcommand displays the same information
graphically in the form of bar charts. Note that the latter requires access to GDDM code and a terminal
with graphics capability.

Format

%ACT
USTATG (_ j

M %PGW —

M %I0OW —
M %PSW —]
M— %RUN —]

— %EL —

Parameters

Additional sort arguments are valid for the USTATG subcommand only. Use the SORT subcommand for
changing the sorting sequence of the normal USTAT display.

%ACT
Causes user output data to be sorted in descending order of user activity (percentage of samples
where the user was found in queue). %ACT sorting will automatically be assumed if no other sort
sequence has been specified.

%PGW
Causes user output data to be sorted in descending order of page wait (percentage of in-queue
samples where the user was found waiting for pages)

%IOW
Causes user output data to be sorted in descending order of I/O wait (percentage of in-queue samples
where the user was found waiting for an I/0O to complete)

%PSW
Causes user output data to be sorted in descending order of PSW wait (percentage of in-queue
samples where the user was found in PSW wait but not idle)

%RUN
Causes user output data to be sorted in descending order of runnable state. This is the percentage of
in-queue samples where the user was found to be either using CPU or waiting for CPU, or in any state
other than the ones specifically displayed (e.g. instruction simulation wait, console function, or IUCV
soft wait states)

%EL
Causes user output data to be sorted in descending order of resource wait state (percentage of
in-queue samples where the user was found in the eligible list)

Results
See “FCX114, User Wait States Screen — USTAT/USTATG” on page 438.
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USTATLOG

Purpose

The USTATLOG subcommand causes the User Wait States Log Screen (FCX164) to be displayed for the
selected user.

Format

»— USTATLog — userid »«

Parameters

userid
Is the user identification of the virtual machine for which the User Wait States Log Screen (FCX164) is

to be displayed.

Results
See “FCX164, User Wait States Log Screen — USTATLOG” on page 544.
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USTLOG

Purpose
The USTLOG subcommand causes the User Wait State Log Screen (FCX135) to be displayed.

Format

»— USTLog >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX135, User Wait State Log Screen — USTLOG” on page 491.
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USTMPLOG

Purpose

The USTMPLOG subcommand causes the Multiprocessor User Wait States Log Screen (FCX315) to be
displayed for the selected user.

Format

»— USTMPLog — userid »<«

Parameters

userid
Is the user identification of the virtual machine for which the Multiprocessor User Wait States Log

Screen (FCX315) is to be displayed.

Results
See “FCX315, Multiprocessor User Wait States Log Screen — USTMPLOG” on page 845.
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UTRANDET

Purpose

The UTRANDET subcommand causes the User Transaction Details Screen (FCX174) to be displayed for
the selected user.

Format

»— UTRANDet — userid >«

Parameters

userid
Is the user identification of the virtual machine for which the User Transaction Details Screen
(FCX174) is to be displayed.

Results
See “FCX174, User Transaction Details Screen — UTRANDET” on page 559.
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UTRANLOG

Purpose

The UTRANLOG subcommand causes the User Resources per Transaction Log Screen (FCX166) to be
displayed for the selected user.

Format

»— UTRANLog — userid »<«

Parameters

userid
Is the user identification of the virtual machine for which the User Resources per Transaction Log

Screen (FCX166) is to be displayed.

Results
See “FCX166, User Resources per Transaction Log Screen — UTRANLOG” on page 546.
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UTRANS

Purpose

The UTRANS subcommand causes the User Resources per Transaction Screen (FCX129) to be displayed.

Format

»— UTRans »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX129, User Resources per Transaction Screen — UTRANS” on page 478.
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VDISKS

Purpose
The VDISKS subcommand causes the Virtual Disks in Storage Screen (FCX147) to be displayed.

Format

»— V/DIsks >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX147, Virtual Disks in Storage Screen — VDISKS” on page 511.
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VMRM

Purpose
The VMRM subcommand causes the VM Resource Manager Screen (FCX241) to be displayed.

Format

»— VMRM >«

Parameters

No parameters are allowed or tested for.

Results
See “FCX241, VM Resource Manager Screen — VMRM” on page 709.
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VNIC

Purpose

The VNIC subcommand causes the Virtual Network Device Activity Screen (FCX269) to be displayed. This
screen contains performance data for virtual network devices.

To see additional performance data for virtual network devices, see “EVNIC” on page 176.

For a summary of virtual network device definitions, see “GVNIC” on page 192.

Format

»— VNIC »«

Parameters

No parameters are allowed or tested for.

Results
See “FCX269, Virtual Network Device Activity Screen — VNIC” on page 757.
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VOLLOG

Purpose

The VOLLOG subcommand causes the DASD Volume Performance Log Screen (FCX330) to be displayed
for the selected I/O device.

Format

»— VOLLog — devno »«

Parameters

devno
Is the real device number of the base RDEV of the volume about which information should be
displayed on the DASD Volume Performance Log Screen (FCX330).

Results
See “FCX330, DASD Volume Performance Log Screen — VOLLOG” on page 868.
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VOLUME

Purpose
The VOLUME subcommand causes the DASD Volume Performance Screen (FCX329) to be displayed.

Format

»— VOLume -»«

Parameters

No parameters are allowed or tested for.

Results
See “FCX329, DASD Volume Performance Screen — VOLUME” on page 865.
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VSWITCH

Purpose

The VSWITCH subcommand causes the Virtual Switch Activity Screen (FCX240) to be displayed.
To view additional performance data for VSWITCH, see “EVSWITCH” on page 177.

For a summary of VSWITCH definitions, see “GVSWITCH” on page 193.

Format

»— VSWItch <«

Parameters

No parameters are allowed or tested for.

Results
See “FCX240, Virtual Switch Activity Screen — VSWITCH” on page 707.
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/ (LOCATE)

Purpose

The LOCATE subcommand searches the monitor output buffer for the character string specified.

Format

/ string »<
[ -/ j

Parameters

where

/

Indicates a forward search. The search for the string specified starts with the current line + 1 and
continues until either the string is found or the end of the display buffer is reached. 'Current line' is the
uppermost non-header line shown on the display terminal.

-/
Indicates a backward search. The search starts with the current line - 1 and continues until either the
string is found or the top of the display buffer is reached.

string
is the character string to be located. Both the string and the monitor data to be scanned will be
translated to upper case for the search. If it could be found, the record containing this string will be
shown as first data record on the screen.
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'ENTER'

Purpose

Pressing the ENTER key without any input will cause a new measuring interval to be started, that is,
performance data will be recalculated using current system counter values.
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Chapter 2. Performance Toolkit Reports

See “Performance Monitor Mode Subcommands” on page 129 for a description of the specific
performance monitor subcommands you will need for selecting and manipulating performance reports,
and to the "Using Performance Toolkit in Performance Monitor Mode" chapter in z/VM: Performance
Toolkit Guide for some hints on how to work with the performance monitor.

Report Layout Overview

The general performance report layout follows:

Identifier Interval start and end times Mode

FCXnnn CPU nnnn SER nnnnn Interval HH:MM:SS - HH:MM:SS Perf. Monitor

..... performance data e

. message area ...
Command ===> _ Command Line
Fl=Help F4=Top F5=Bot F7=Bkwd F8=Fwd F12=Retuxn

|
Initial function key settings (the layout might differ depending on the report)

Figure 1. General Layout of Performance Monitor Reports

The header line indicates the following:

« The identifier of the current performance data display

« The CPU type being monitored

- The CPU serial number
The corresponding RSCS node-ID, or any other string, can alternatively be inserted if desired (controlled
by 'SYSTEMID' argument of the FC MONCOLL subcommand, see “FCONTROL MONCOLL” on page 53 for

details and space needed). Note that the CPU type and serial number will be replaced by the creation
date of the monitor data being viewed while in 'Monitor Data Scan' mode.

« The period of time for which the performance values on the report have been calculated

The mode field contains the string 'Perf. Monitor' to indicate the current display mode. When concurrent
printing of performance data has been activated, the string Print on will be shown in this field. When
print output is to be written to a disk file, the string shown will be Pxrint on Disk.

Interval

The time interval for which the performance data on the selected screen have been calculated is shown in
the header line of most screens. The possible intervals are:
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Current data (the last interval)

Interim data (averages since the last INTERIM RESET)
Average data (averages since the last PRINT RESET)
Mean data (average since the last PRINT RESET)
By-time log data (since the oldest measurement).

Current Data

This is the initial display mode (and sometimes the only mode possible) for most performance displays.
It provides information about system behavior during the last measuring interval, that is, the start and
end times shown usually indicate the time when the last two samples were taken. This is the CP monitor
sample interval for most displays; it can be a 1-minute interval that is not linked to the monitor sample
interval for some detailed data screens.

You can switch from a display of average or interim data to current data by entering the CURRENT
subcommand (see “CURRENT” on page 165).

Interim Data

The INTERIM subcommand (see “INTERIM” on page 200) allows you to display interim averages of
most performance data fields on screens that support interim data, that is, averages will be calculated
for the current interim period. The start time inserted while interim averages are displayed is the start
time for the interim period, that is, the time of the last interim RESET. Sections at the end of the screen
descriptions indicate whether INTERIM averages are supported.

Average Data

The AVERAGE subcommand (see “AVERAGE” on page 133) allows you to display the averages of

most performance data fields for the entire time that monitoring was active or since the last RESET
subcommand (automatically generated at midnight if no other RESET time has been entered). The start
time inserted while averages are displayed is the start time for the entire period since the last RESET.
Averages cannot be calculated for some of the detailed performance displays.

Mean Data

History log-type data screens usually show mean data in the first entries, which display the overall
averages since the last RESET subcommand or since data collection was activated. The lines are
designated by the >>Mean>> string in the Interval End Time column. The interval shown in the
header line is the period for which these averages were calculated.

Detail lines below the >>Mean>> data area still show earlier performance data prior to the RESET time.

By-Time Log Data
History log-type data screens without mean data show performance data by time.

All "by time" logs by default show detail lines that contain data only for the last monitor sample interval,
that is, a new detail line is built for each new sample interval. While this high-resolution mode of
operation is probably what users need for analyzing performance problems in real time, it also requires a
larg amount of work buffer space for a given period or, for a given work buffer space, does not accomodate
detail lines for long periods. The BYTIME argument of the FC SETTINGS subcommand allows defining a
different mode of operation for most logs where the average or total values for a longer period are shown
in each detail line. The length of that period is defined with the BYTIME argument.

The interval for the performance redisplay screen indicates the time stamp of the oldest measurement
that can still be displayed as the starting time, with the seconds set to 00. The interval shown in the
header line is the period for which these averages were calculated.
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Example:

Entering this subcommand:

FC SETTINGS BYTIME 15

will lead to detail log lines being built that refer to periods of 15 minutes, even though much shorter
monitor sample intervals can be used. See “FCONTROL SETTINGS” on page 83 for a description of this
subcommand.

Exceptions:

The BYTIME setting does not affect the REDISP display and the generation of detailed HISTLOG and
benchmark logs.

Function Key Definitions

The function key definitions shown for all examples, and also any references in the explanatory text,
correspond to the initial setting. They can You can redefine these using the FC PFKEY SET nn FUNCTION
xxxx command (see “FCONTROL PFKEY” on page 66). You should refer to the actual numbers displayed in
the bottom line for a specific function.

Data Consistency

Information from many different system control blocks (hundreds, or even thousands on large systems)
has to be extracted during each data collect cycle. The fields cannot all be copied at a single moment, and
slight inconsistencies between values from different sources must be expected. This inconsistency will be
more noticeable for very short measuring intervals and when system load is high.

Although Performance Toolkit tries to use the CP monitor sample interval for collecting the control
block based data of the remaining permanently updated general screens, the interval cannot be exactly
the same and inconsistencies must be expected. This is true especially when the performance toolkit
machine does not have a direct connection to the *MONITOR IUCV service but has to read the data from
another machine's disk.

Note also that some detailed performance displays which are based on data collection from CP control
blocks use a fixed one-minute interval for data collection. Their collection interval is not linked to the
collection interval of all the general performance displays and, because of the different interval, the
values shown will not usually match the equivalent values on a general screen.

Data Field Values

In performance monitor mode, field values are numeric, when applicable and possible.

There are times when a field value is temporarily unavailable — at initial startup or if a monitor domain is
disabled, for example. At these times, Performance Toolkit displays dots to indicate that the field value

is unavailable. Likewise, if a field value cannot be calculated (because the values are too high or because
they exceed a conversion routine's capacity, for example), the Performance Toolkit displays question
marks. The question marks are displayed during the time frame in which the conditions exist. If this issue
persists over a significant number of intervals, it should be investigated.

There could be conditions in which certain fields are permanently unavailable — the field does not exist
in the current z/VM version or the field value cannot be calculated due to its specific type for the Mean/
Total/System lines, for example. In these cases, Performance Toolkit displays dashes or dots.

When the value that is to be displayed exceeds the field width, a scaling suffix is used. For a decimal scale
factor (based on a power of 10), asuffixof k, m, g, t, p,oreisappended. Fora binary scale factor
(based on a power of 2), asuffixof K, M, G, T, P,orEisappended. These suffixes stand for kilo,
mega, giga, tera, peta, and exa scaling coefficients, respectively.
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Data Completeness

Monitor 'event' data records will be used, when available, to determine the 'session' start and end for all
the monitor data based user displays, and for the NSS, DSPACESH and VDISKs displays, to capture all the
data available. Some data will be lost when the event records are missing. Note also that the required
monitor domains should remain enabled for the whole period while data collection is active. Disabling/
enabling monitor domains during data collection is not recommended, since it can lead to incomplete
and/or incorrect data being displayed.
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FCX100, CPU Load and Transactions — CPU

Performance Toolkit Subcommand: “CPU” on page 162.
The CPU Load and Transactions report (FCX100):

FCX100 CPU nnnn SER nnnnn Interval HH:MM:SS - HH:MM:SS Pexrf. Monitor
CPU Load Status or

PROC TYPE %CPU %CP %EMU %WT %SYS %SP %SIC %LOGLD %PR %ENT ded. User

POGO® CP 35 1 34 65 1 0 75 35 0 100 Master

PO1 CP 31 1 30 69 0 0 64 31 0 100 Alternate

P02 CP 12 2 10 88 1 0 91 12 0 100 Alternate

P03 CP 12 2 10 88 1 0 91 12 0 100 Alternate

Pe4 CP 14 2 12 86 1 0 87 14 0 100 Alternate

PO5 CP 2 0 2 98 0 0 87 2 0 67 Alternate

Pe6 CP 1 0 1 99 0] 0 92 1 0 67 Alternate

PO7 CP 2 0 2 98 0 0 93 2 0 0 Alternate

PO8 CP 3 0 3 97 0 0 95 3 0 0 Alternate

P09 CP 0 0 0 100 0 0 ... 0 0 0 Alternate

POA CP 0 0 0 100 0 0 ... 0 0 0 Alternate

POB CP 0 0 0 100 0 0 100 0 0 0 Alternate

POC ZIIP 0 0 0 100 0 0 100 0 0 50 Alternate

POD ZIIP 0 0 0 100 0 0 100 0 0 50 Alternate

POE IFL 0 0 0 100 0 0 100 0 0 57 Alternate

POF IFL 0 0 0 100 0 0 100 0 0 0 Alternate

P10 IFL 0 0 0 100 0 0 100 0 0 0 Alternate

P11 IFL 0 0 0 0 0 0 .. ... 100 0 Parked

Total SSCH/RSCH 54/s Page rate .0/s Priv. instruct. 1906/s
Virtual I/0 rate 8/s XSTORE paging .0/s Diagnose instr. 88/s
Total rel. SHARE 3317 Tot. abs SHARE 0%

Queue Statistics: Q0 01 02 03 User Status:

VMDBKs in queue 2 0 2 2 # of logged on users 49
VMDBKs loading 0 0 0 0 # of dialed users 0
Eligible VMDBKs (0] (0] 0] # of active users 17
E1l. VMDBKs loading 0 0 0 # of in-queue users 6
Tot. WS (pages) 4475 0 133353 83280 % in-Q users in PGWAIT 0
Reserved % in-Q users in IOWAIT 0
85% elapsed time 4.314 .719 5.752 34.51 % elig. (resource wait) 0
Transactions Q-Disp trivial non-trv User Extremes:

Average users .6 .0 39.5 Max. CPU % CHSCTSTN 99.4
Trans. per sec. 2.2 .1 .9 Reserved

Av. time (sec) .312 .220 42 .37 Max. I0/sec CFT2NDA 3.7
UP trans. time .294 .000 Max. PGS/s  ........ .....
MP trans. time .000 42 .37 Max. RESPG CFT2NDB 133353
System ITR (trans. per sec. tot. CPU) 2.8 Max. MDCIO  ........ .....
Emul. ITR (trans. per sec. emul. CPU) 3.0 Max. XSTORE ........ .....

Command ===>
Fl=Help FA4=Top F5=Bot F7=Bkwd F8=Fwd F12=Retuxrn

Figure 2. Layout of CPU Load and Transactions report (FCX100)

This report displays data of z/VM systems with or without expanded storage. The corresponding fields will
remain empty where XSTORE is not available.

Field Descriptions:
CPU Load:

PROC
The processor ID, in the format Pnn, where nn is the logical processor ID in hexadecimal format. The
first processor shown is the base processor.

TYPE
The processor type. Possible values are:

CP
Central Processor
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ICF

Internal Coupling Facility
IFL

Integrated Facility for Linux

ZIIP
IBM Z Integrated Information Processor

%CPU
The total CPU load as a percentage.

%CP
The percentage of supervisor (CPU) time. This includes supervisor time spent for specific users and
supervisor time for system services, which is also shown under the %SYS heading.

%EMU

The percentage of emulation time, that is, the processor time used while virtual machines were
running under control of Start Interpretive Execution (SIE) microcode ("virtual" CPU time).

%WT
The percentage of time spent in wait state. No distinction is made among these wait states: idle wait,
I/0 wait, and page wait. See the user status fields in this report or in “FCX114, User Wait States
Screen — USTAT/USTATG” on page 438 for indications of excessive I/O wait or page wait.

%SYS
The percentage of CPU time spent exclusively for system services, that is, not attributable to specific
users.

%SP
The percentage of time spent spinning on a lock.

Note: All of the above percentages of CPU usage are calculated based on elapsed time, so that the
load figures provide a meaningful basis for capacity planning. For systems running in an LPAR or
second level, the value is not, however, a good basis for detecting a CPU bottleneck. Because CP
might not always be able to use a logical processor when it is needed (due to contention from other
systems on the processor complex), there could be many users waiting for CPU, even though the CPU
usage shown is well below 100%.

See “FCX114, User Wait States Screen — USTAT/USTATG” on page 438 and “FCX135, User Wait State
Log Screen — USTLOG” on page 491 for information about CPU wait percentages and the %LOGLD
value or “FCX126, LPAR Load Screen — LPAR” on page 472 for processor usage figures, which are
based on the sum of processor active and voluntary wait time, similar to the output of the INDICATE
LOAD subcommand.

%SIC
The percentage of SIE exits by interception (that is, SIE mode stopped because CP had to simulate an
instruction). If no SIE instructions are reported on a processor, dots are displayed in this field.

%LOGLD
The total logical CPU load, that is, the total CPU load calculated based on the sum of processor active
plus processor wait time and not total elapsed time. The value is calculated only for z/VM systems
running in an LPAR; dots are displayed otherwise.

This value does not correctly reflect system load, but it is a better indicator of CPU bottlenecks than
the %CPU value when the z/VM system runs in an LPAR.

%PR
The total percentage of the time when this CPU was in the parked state.

%ENT
The average value of a portion of a physical CPU to which this vertical CPU is entitled, as a percentage.
A value of 100 indicates that the CPU was polarized vertically with high entitlement during the
measured period. A value of 0 indicates that the CPU was polarized horizontally.
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Status or ded. User
Contains the user ID of the virtual machine the processor is dedicated to, or general status
information if the processor is not available for some reason. If the processor is not dedicated to
a user, the status field can be:

offline

If the processor is in Offline status
quiescing

If the processor is to be quiesced

quiesced
If the processor is quiesced

stopped
If the processor has been stopped

Master
For the master processor (usually the IPL processor)

Alternate
For alternate processors

Parked
If the processor is in a Parked state

If there is no special status to be shown, dashes are displayed when running Performance Toolkit
against z/VM 5.4 or earlier data.

General system load fields:

Total SSCH/RSCH
The total SSCH (Start Sub-CHannel) and RSCH (Resume Sub-CHannel) rate for the system. The value
inserted is the sum of the SSCH and RSCH rates run on all processors used by the system.

Virtual I/0 rate
The sum of the I/O request rates by virtual machines, excluding I/O to virtual UR devices.

Total rel. SHARE
The sum of the relative SHARE values of all users in the dispatch list.

Page rate

The total system page rate.
XSTORE paging

The total XSTORE page rate.

Tot. abs SHARE
The sum of the absolute SHARE values of all users in the dispatch list.

Priv. instruct.
The average number of privileged instructions simulated per second by CP during the last measuring
interval.

Diagnose instr.

The average number of diagnose instructions run per second during the last measuring interval.
Queue Statistics:
Information for all z/VM queues (classes 0, 1, 2, and 3) are shown where available for the following fields:

VMDBKs in queue
The number of VM definition blocks (VMDBKSs) in the dispatch list (that is, active or waiting for service)
in a specific class. A VMDBK usually represents a virtual machine, but virtual MP users have several
VMDBKs describing each of their virtual processors.

VMDBKs loading
The number of loading VMDBKs (a subset of the total number of VMDBKs in the dispatch list, with very
high paging requirements).
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Eligible VMDBKs
The number of VMDBKs in the eligible list (waiting for some resource - main storage, for example - to
become available).

El. VMDBKs loading
The number of loading VMDBKs in the eligible list.

Tot. WS (pages)
The sum of the working sets of all users active in the corresponding class, expressed as the number of
pages used.

85% elapsed time
The elapsed time slice that determines the maximum time a VMDBK can remain in the dispatch
list before it is dropped. This value is continuously adapted for class 1 transactions so 85% of
them can complete within a single class 1 elapsed time slice, that is, the value reflects the system
responsiveness to user demand and workload characteristics. Consider this when comparing the
values from different systems.

The values for class 0, 2, and 3 transactions are multiples of the class 1 value, with fixed
multiplication factors of 6, 8, and 48, respectively.

Transactions:
Performance values are shown for three separate transaction groups:
Q-Disp
Values for quick-dispatch users
trivial
Values for trivial transactions

non-trv
Values for non-trivial transactions

Transactions are considered to have been trivial if they completed with a single drop from Q1 and no
drops from any of the other queues. All other transactions are counted as non-trivial.

Performance values:

Average users
The average number of users active in the corresponding transaction group, calculated by dividing the
total elapsed time spent in the group during the last interval by the length of the interval.

Trans. per sec.
The transaction rate per second.

Av. time (sec)
The average transaction time, including UP and MP transactions.

UP trans. time
The average transaction time for UP users.

MP trans. time
The average transaction time for MP users.

System ITR
The System Internal Throughput Ratio, that is, the number of transactions on the system per second
of total CPU time used.

Emul. ITR
The Emulation Internal Throughput Ratio, that is, the number of transactions on the system per
second of emulation CPU time used.

User Status:

Most of the following values are samples extracted at the end of the last measuring interval (exception:
active users). They are not averages for this measuring interval.

# of logged on users
The number of logged-on users.
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# of dialed users
The number of users dialed in to the system.

# of active users
The number of users that were found to have been active during the last measuring interval. This
is the number of active VMDBKs that describe virtual processors (virtual machines with several
processors will be counted as multiple "users"), and a VMDBK is considered to have been active if one
of the following occurred during the last measuring interval:

« It has used at least 10 msec of total CPU
« It has used some virtual CPU
« It has had some I/O activity

# of in queue users
The number of users found in the dispatch list (or waiting to be added to the dispatch list) at the end
of the measuring interval. The virtual machine where this performance monitor was active (collecting
data at the end of the measuring interval) is not included in this figure, because it would bias the
statistics. This value is taken from user wait state analysis, so it might not correspond exactly to the
values shown for in-queue VMDBKSs in the Queue Statistics fields in this report that come from another
source (and cannot be collected at exactly the same time).

% in-Q users in PGWAIT
The percentage of in-queue users found in page wait state during the interval.

% in-Q users in IOWAIT
The percentage of in-queue users found in I/O wait state during the interval. This is calculated as the
sum of the wait state percentages for:

« I/O wait (during CCW translation)
« I/O active

as displayed in “FCX114, User Wait States Screen — USTAT/USTATG” on page 438 and “FCX135, User
Wait State Log Screen — USTLOG” on page 491.

This interpretation is an attempt to provide the performance analyst with a meaningful value for I/O
wait, but be aware that it is not quite correct. While instruction simulation wait will be mostly I/0 wait
at least where CMS users are concerned, some other instruction simulation wait will also be contained
in this number.

% elig. (resource wait)
The percentage of in-queue users found in an eligible list (that is, waiting for a constrained resource)
during the measuring interval.

User Extremes:

These fields display the user ID and specific load imposed on the system by the heaviest user for the
following areas:

Max. CPU %
The user that consumed the most CPU during the last measuring interval and the percentage of total
CPU used (based on one processor).

Max. I0/sec
The virtual machine with the highest I/O rate (non-spooled) during the last measuring interval and its
I/O rate.

Max. PGS/s
The virtual machine with the highest paging rate and its page rate.

Max. RESPG
The virtual machine with the highest number of currently-resident pages and the number of resident
pages.

Max. MDCIO
The virtual machine with the highest number of MDCACHE inserts and the MDCACHE insert rate.
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This value is an approximate indicator. Due to the collection mechanism, the numbers shown can be
considerably lower than the users' actual MDC insert activity, especially for long monitor intervals.

You might see dashes in this field when running Performance Toolkit against z/VM 5.4 or earlier data.

Max. XSTORE
The virtual machine with the highest number of XSTORE pages and the current number of XSTORE
pages used by this machine (without dedicated XSTORE).

Effect of AVERAGE and INTERIM subcommands:

Overall period averages are shown for all performance fields, except the User Extremes fields.
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FCX101/FCX181 Remote Performance Log — REDISP, REDHIST

Performance Toolkit Subcommand: “REDISP” on page 269 or “REDHIST” on page 268.

This report is shown after entering the REDISP subcommand (or pressing the corresponding function key).
It allows redisplaying key performance values from previous measurements. The data shown can come
from either of the following two sources:

1. Performance redisplay buffer (in storage) which contains data from the last measurements made in
your machine during the current session. The default number of measurements that can be shown is
720. It can be changed using the FC MONCOLL REDISP nnn command to any other value between 60
and 14400.

The report identifier for this display is FCX101.

2. Performance history files (on disk, old format). These will exist only in machines where history data
collection on disk has been activated (FC MONCOLL PERFLOG command). If available, they can be
displayed for analyzing a previous day's performance data. The status message area (center part of the
top line) will then look like this:

Viewing File fn ft fm

- that is, it will contain the full file identification (file name, file type and file mode) of the history file
being viewed.

The identifier for the report based on history logs on disk is FCX181.

FCX101 CPU nnn SER nnn Interval HH:MM:SS Pexf. Monitor

TIME CPU %CP %EM %WT %SY - - 1I0/S VIO/S PG/S XPG/S DIAG PRIV LOGN ACT
14:09 163 53 110 237 11 . . 308 270 194 522 1199 2117 1519 226
14:10 153 51 102 247 11 . . 322 269 242 571 1157 1957 1520 260
14:11 222 57 165 178 12 . . 349 323 207 600 1166 2072 1517 257
14:12 146 51 95 254 11 . . 307 296 141 418 1110 1981 1515 214
14:13 176 49 127 224 11 . . 284 328 180 422 1084 1832 1510 228
14:14 167 54 113 233 11 . . 354 323 177 429 1208 2069 1514 232
14:15 225 67 158 175 15 . . 441 345 218 517 1542 2672 1513 234
14:16 212 66 146 188 14 . . 403 332 223 622 1572 2847 1516 236
14:17 187 57 130 213 12 . . 376 364 195 527 1193 2269 1514 229
14:18 164 52 112 236 11 . . 340 302 203 561 1155 1953 1516 228
14:19 275 59 216 125 14 . . 406 397 209 521 1261 2293 1518 230
14:20 177 51 126 223 11 . . 319 274 203 477 1128 1939 1513 218
14:21 180 54 126 220 11 . . 360 313 170 492 1292 2294 1516 210
14:23 144 42 102 256 10 . . 269 240 133 442 938 1600 1520 213
14:24 212 53 159 188 12 . . 363 315 123 456 1188 2171 1522 223
14:25 160 51 109 240 11 . . 397 322 199 470 1165 2023 1528 266
14:26 149 50 99 251 11 . . 320 222 190 437 1036 1873 1526 247
14:27 235 57 178 165 13 . . 374 483 204 535 1359 2354 1524 238
Command ===>

Fl=Help F4=Top F5=Bot F7=Bkwd F8=Fwd F10=Left F11=Right F12=Retuzxn

Figure 3. Layout of Remote Performance Log Report (FCX101)

You can view subsets of performance data by selecting one of the following subsets:

« 'CPU"data, with actual processor load and overall I/O and paging information.
Se