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About This Document

This document provides a history of significant changes to the z/VM product since z/VM V5.4, as
delivered in new product releases and between-release small programming enhancements (SPEs) and
New Function APARs.

Intended Audience

This document is intended for personnel who are responsible for planning and completing a system
upgrade. This information could also be helpful to programmers who will be migrating applications to the
new system.

Where to Find More Information

For information about changes in z/VM V5.4 and earlier releases, see z/VM: Migration Guide,
GC24-6201-14.

For information about the current z/VM hardware and software requirements, see z/VM: General
Information. For more information about z/VM functions, see the other books listed in the “Bibliography”

on page 309.

Links to Other Documents and Websites

The PDF version of this document contains links to other documents and websites. A link from this
document to another document works only when both documents are in the same directory or database,
and a link to a website works only if you have access to the Internet. A document link is to a specific
edition. If a new edition of a linked document has been published since the publication of this document,
the linked document might not be the latest edition.
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How to provide feedback to IBM

We welcome any feedback that you have, including comments on the clarity, accuracy, or completeness of
the information. See How to send feedback to IBM for additional information.
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Summary of changes for z/VM: Migration Guide

This information includes terminology, maintenance, and editorial changes. Technical changes or
additions to the text and illustrations for the current edition are indicated by a vertical line (]) to the
left of the change.

GC24-6294-74, z/VM 7.4 (September 2024)

This edition supports the general availability of z/VM 7.4. Note that the publication number suffix (-74)

indicates the z/VM release to which this edition applies.
« Product packaging
— “[7.4] Integration of HCD and HCM for z/VM into the CP component base” on page 7

— “[7.4] Removal of physical DVDs as a product distribution medium” on page 7

— “[7.4] Discontinuance of support for EREP VM 3” on page 8

- Installation, migration, and service

— “[7.4] Installation changes” on page 46

— “[7.4] Product parameter file names” on page 46

— “[7.4] Changes to predefined user directory entries” on page 47

— “[7.4] Linear service” on page 48

— “[7.4] New format for service level” on page 48

- Support and exploitation of hardware and architectures, and hypervisor efficiency and scalability

— “[7.4] Architecture Level Set (ALS)” on page 107
« Connectivity and networking

— “[7.4] Removal of support for LAN Channel Station (LCS) emulation” on page 127

- System administration, operation, and ease of use

— “[7.4] Removal of obsolete crypto support” on page 189
— “[7.4] Removal of use of DVHWAKE module” on page 189

GC24-6294-73, z/VM 7.3 (July 2024)

This edition includes terminology, maintenance, and editorial changes.

GC24-6294-73, z/VM 7.3 (April 2024)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.3.

- System Administration and Operation
— “[7.3 APAR] SCP identification enhancements” on page 188

GC24-6294-73, z/VM 7.3 (March 2024)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.3.

- Security

— “[7.3 APAR] Digital Signature Verification of z/VM Service Packages” on page 194
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GC24-6294-73, z/VM 7.3 (December 2023)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.3.

- System Administration and Operation
— “[7.3 APAR] Package TERSE with z/VM” on page 187
— “[7.3 APAR] FCP SCSI List-directed IPL alternate paths” on page 187
— “[7.3 APAR] VM/Pass-Through Facility 370 Accommodation Removal” on page 188
— “[7.3 APAR] MONWRITE CLOSE enhancements” on page 188
« Application Development and Deployment
— “[7.3 APAR] CMS Tape Block Size Increase” on page 199
- Additional changes:

z/VSE has achieved end of life and has been replaced by 21CS VSE". Support for 21CS VSE" is provided
by 21CS, not by IBM. For more information, see IBM Z—compatible operating systems supported as
guests of z/VM in z/VM: General Information.

GC24-6294-73, z/VM 7.3 (October 2023)

This edition includes terminology, maintenance, and editorial changes.

GC24-6294-73, z/VM 7.3 (September 2023)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.3.

« Support and Exploitation of Hardware and Architectures

— “[7.3 APAR] Warning Track Interruption Facility” on page 106

- System Administration and Operation

— “[7.3 APAR] z/VM Performance Data Pump” on page 187
« Security

— “[7.3 APAR] System SSL z/0S 2.5 Equivalence” on page 194

GC24-6294-73, z/VM 7.3 (May 2023)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.3.

« Support and Exploitation of Hardware and Architectures

— “[7.3 APAR] Thin Stack Adapter Interrupt Support” on page 106

— “[7.3 APAR] Crypto Stateless-Command Filtering” on page 106

— “[7.3 APAR] Remove obsolete IOCP parameters DYN and NODYN” on page 106

— “[7.3 APAR] Enable larger (>64GB) NVMe paging allocation extents” on page 106
« System Administration and Operation

— “[7.3 APAR] QUERY MONITOR SAMPLE enhancements” on page 186

— “[7.3 APAR] *VYMEVENT Enhancements” on page 186

— “[7.3 APAR] Large Guest Reset Time Mitigation” on page 186

— “[7.3 APAR] Increase crashkernel area size” on page 187

- Security
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— “[7.3 APAR] CMS Password/Key Management Utility - Keyvault” on page 192
— “[7.3 APAR] Security Settings and Compliance Interfaces” on page 192
— “[7.3 APAR] Guest Secure IPL” on page 193

GC24-6294-73, z/VM 7.3 (September 2022)

This edition supports the general availability of z/VM 7.3. Note that the publication number suffix (-73)
indicates the z/VM release to which this edition applies.

« Product Packaging

— “[7.3] Removal of the CMSDESK function, external GUI functions, and the GUICSLIB DCSS” on page
7

Installation, Migration, and Service

— “[7.3] z/VM Centralized Service Management enhancements” on page 42

— “[7.3] Change in location and size of the MONDCSS and PERFOUT saved segments” on page 43
Support and Exploitation of Hardware and Architectures

— “[7.3] Architecture Level Set (ALS)” on page 103

— “[7.3] Eight-member SSI support” on page 103

— “[7.3] NVMe emulated device (EDEVICE) support” on page 104

— “[7.3] Display Mnemonics for Instructions that are Not Supported by CP Trace” on page 105

Connectivity and Networking

— “[7.3] TLS 1.1 Disabled by Default” on page 126

— “[7.3] TCP/IP Changes” on page 126

System Administration and Operation

— “[7.3] Updates to QUERY LOADDEV and QUERY DUMPDEV commands” on page 185
« Security

— “[7.3] RACF support for z/VM 7.3” on page 191

— “[7.3] RACF database sharing no longer permitted with z/OS” on page 192

— “[7.3] ESM control of DEFINE MDISK” on page 192

Application Development and Deployment

— “[7.3] Language Environment upgrade” on page 198
— “[7.3] User Directory TODENABLE” on page 198
— “[7.3 APAR] SMAPI FCP EQID API” on page 199

GC24-6294-11, z/VM 7.2 (May 2022)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.2.

« Support and Exploitation of Hardware and Architectures

— “[7.2 APAR] z/VM Support for IBM z16” on page 101
— “[7.2 APAR] Host Exploitation of Crypto Interruptions” on page 103

GC24-6294-10, z/VM 7.2 (December 2021)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.2.
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Connectivity and Networking

— “[7.2 APAR] VSwitch Bridge Port Enhancements” on page 126
System Administration and Operation

— “[7.2 APAR] DirMaint Performance Enhancements” on page 184

« Security

— “[7.2 APAR] Query SSL GSKKYMAN Certificates” on page 191
Application Development and Deployment

— “[7.2 APAR] SMAPI Query Processors API” on page 198
System Diagnosis

— “[7.2 APAR] Preserve Partial Hard Abend Dump” on page 202

GC24-6294-09, z/VM 7.2 (July 2021)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.2.

« Support and Exploitation of Hardware and Architectures

— “[7.2 APAR] Dynamic Memory Downgrade (DMD) Enablement” on page 100

— “[7.2 APAR] Performance Toolkit Support for Dynamic Memory Downgrade” on page 101

— “[7.2 APAR] Improved Live Guest Relocation for Crypto Environments with Mixed Adapter Types” on
page 101

« Connectivity and Networking
— “[7.2 APAR] IPv6 Layer 2 Query Support” on page 125
- System Administration and Operation
— “[7.2 APAR] EDEVICE Path Management Enhancements” on page 176
— “[7.2 APAR] HELP File Enhancements” on page 176
- Security
— “[7.2 APAR] System SSL z/0OS 2.3 Equivalence” on page 191
— “[7.2 APAR] RACF MFA fixpack” on page 191

GC24-6294-08, z/VM 7.2 (April 2021)

This edition includes updates to support the following:
« Product Documentation

- “[7.2] IBM Knowledge Center is now IBM Documentation” on page 204

GC24-6294-08, z/VM 7.2 (March 2021)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.2.

« Support and Exploitation of Hardware and Architectures

— “[7.2 APAR] 4 TB Real Memory Support” on page 98

— “[7.2 APAR] z/Architecture Extended Configuration (z/XC) support” on page 99

— “[7.2 APAR] Performance Toolkit Support for z/XC-Mode Virtual Machines” on page 100
- System Administration and Operation

— “[7.2 APAR] Spool information enhancements” on page 176
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« System Diagnosis
— “[7.2 APAR] Fast Dump Distiller” on page 201
— “[7.2 APAR] Improve I/O Time for Dump Processing” on page 201

GC24-6294-07, z/VM 7.2 (December 2020)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.2.

« Support and Exploitation of Hardware and Architectures

— “[7.2 APAR] Performance Toolkit Support for Simultaneous Multithreading (SMT)” on page 97
— “[7.2 APAR] Guest HyperPAV Alias support for 1-End minidisks” on page 97
— “[7.2 APAR] FlashCopy preserve mirror support” on page 98

— “[7.2 APAR] VARY ON of real devices utilizing multi-processor support” on page 98
— “[7.2 APAR] Non-fullpack minidisk High Performance FICON Support” on page 98
- System Administration and Operation
— “[7.2 APAR] DirMaint Health Checker” on page 175
— “[7.2 APAR] EDEVICE Optional LUN Specification” on page 175
— “[7.2 APAR] CP QUERY DEVICES command” on page 176
- Security
— “[7.2 APAR] Change TLS Server to IPL ZCMS” on page 190
— “[7.2 APAR] TLS/SSL OCSP Support” on page 190
— “[7.2 APAR] RACF Enhancements” on page 191
« Application Development and Deployment

— “[7.2 APAR] CP New Feature Interrogation API” on page 198

GC24-6294-06, z/VM 7.2 (September 2020)

This edition includes changes to support the general availability of z/VM 7.2.

 Product Packaging
— “[7.2] Removal of KANJI language files” on page 7

- Installation, Migration, and Service

— “[7.2] Installation changes” on page 39

— “[7.2] z/VM Centralized Service Management for non-SSI environments ” on page 40
— “[7.2] Update to SERVICE command to report installed APARs and PTFs” on page 39
— “[7.2] Product parameter file names” on page 40

— “[7.2] Changes to predefined user directory entries” on page 41

« Support and Exploitation of Hardware and Architectures
— “[7.2] Adjunct Virtual Machine Support” on page 93
— “[7.2] Architecture Level Set (ALS)” on page 93
— “[7.2] xDisk Scalability” on page 94
— “[7.2] MSS Multi-Target PPRC Exploitation” on page 94
— “Changed command responses” on page 95
— “[7.2] HiperDispatch default unparking setting changed to UNPARKING MEDIUM” on page 96
— “[7.2] System Recovery Boost enabled by default” on page 97
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— “[7.2 APAR] 4 TB Real Memory Support” on page 98
« Connectivity and Networking

— “[7.2] CLEAR TDISK Enabled by Default” on page 125
System Administration and Operation

— “[7.2] Removal of Obsolete Commands” on page 173

— “[7.2] Removing PAGING63 IPL Parameter” on page 174
— “[7.2] DirMaint Default Changes” on page 174
Application Development and Deployment

— “[7.2] Re-link-edit required for Reusable Server Kernel applications” on page 198
System Diagnosis

— “[6.4 and 7.1 APAR] Support for UNRESPONSIVE_PROCESSOR_DETECTION” on page 170

GC24-6294-05, z/VM 7.1 (January 2020)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.1.

« Support and Exploitation of Hardware and Architectures
— “Improved information about defining crypto resources to z/VM guests” on page 92
— “[7.1 APAR] z15 I/O Processor Compatibility” on page 92
« Connectivity and Networking
— “[7.1 APAR] TLS Certificate Verification” on page 125
- System Administration and Operation
— “[7.1 APAR] Multi-Factor Authentication for z/VM within the RACF server” on page 190
— “[7.1 APAR] CP support for MFA” on page 190
— “[7.1 APAR] STHYI support for zCX containers” on page 173
— “[7.1 APAR] Fast Minidisk Erase” on page 173
« Security
— “[7.1 APAR] PVM Secure Connectivity” on page 189
— “[7.1 APAR] Multi-Factor Authentication for z/VM within the RACF server” on page 190
— “[7.1 APAR] CP support for MFA” on page 190

GC24-6294-04, z/VM 7.1 (September 2019)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.1.

« Support and Exploitation of Hardware and Architectures

— “[7.1 APAR] IBM z15 (z15) and LinuxONE III Server Compatibility” on page 90
— “[7.1 APAR] Dynamic Crypto” on page 91
— “[7.1 APAR] System Recovery Boost” on page 92

GC24-6294-03, z/VM 7.1 (June 2019)

This edition includes updates to support product changes provided or announced after the general
availability of z/VM 7.1.

« Support and Exploitation of Hardware and Architectures
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— “[7.1 APAR] Extended Address Volume (EAV) Paging Space Support” on page 88
— “[7.1 APAR] Performance Toolkit Support for EAV Paging Space” on page 89
— “[7.1 APAR] Support for 80 Logical Processors” on page 89

— “[7.1 APAR] Performance Toolkit Support for 80 Logical Processors” on page 90
— “[7.1 APAR] Removal of 1000-Member Limit for a Single Resource Pool” on page 90

GC24-6294-02, z/VM 7.1 (April 2019)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.1.
« Connectivity and Networking
— “[7.1 APAR] TCP/IP Support for OSA-Express7S 25G” on page 123
— “[7.1 APAR] Virtual Switch Priority Queuing Enhancements” on page 123
« System Administration and Operation
— “[7.1 APAR] Virtual Console Output Routing Control” on page 172
— “[7.1 APAR] Allow Device Range on DEFINE HYPERPAVALIAS and DEFINE PAVALIAS” on page 173

GC24-6294-01, z/VM 7.1 (December 2018)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.1.

- Installation, Migration, and Service

— “[7.1 APAR] Query RSCS Service Level” on page 39
« Support and Exploitation of Hardware and Architectures

— “[7.1 APAR] Support for the IBM Adapter for NVMe” on page 88
- Connectivity and Networking
— “[7.1 APAR] TLS/SSL Server Elliptic Curve Support” on page 122

GC24-6294-00, z/VM 7.1 (September 2018)

This edition includes changes to support the general availability of z/VM 7.1.

« Delivery of New Functions, Enhancements, and Support

— “z/VM Continuous Delivery Model” on page 1
 Product Packaging

— “[7.1] Integration of z/VM SSI for Continuous Operation” on page 7
— “[7.1] OSA/SF Not Shipped with z/VM” on page 7
- “[7.1] z/VM Messages and Help Files for Kanji Have Been Discontinued” on page 7

- Installation, Migration, and Service

— “[7.1] Installation and Migration Changes” on page 35
— “[7.1] User Directory Modifications” on page 36

— “[7.1] Changes to Predefined User Directory Entries” on page 37
— “[7.1] VMSES/E MIGRATE Command Support Withdrawn” on page 38
« Support and Exploitation of Hardware and Architectures

— “[7.1] Architecture Level Set” on page 86
— “[7.1] Foundational Support for Dynamic Memory Downgrade” on page 86
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— “[7.1] Foundational Support for More Than 64 Logical Processors” on page 86

« Connectivity and Networking

— “[7.1] IMAP Support Removed” on page 122

— “[7.1] Support Removed for IEEE 802.3 Ethernet Frame Types” on page 122
- System Administration and Operation

- “[6.4] z/VM 6.4 Achieves Common Criteria Certification” on page 170
— “[7.1] QUERY BYUSER Support for Class B Users” on page 171
— “[7.1] Dynamic ESM Protection Support for CPACCESS, CPTYPE, and CPVLOAD” on page 171
— “[7.1] CP Commands Cleanup” on page 171
— “[7.1 APAR] SMAPI ESM Authorization Support” on page 172
« Application Development and Deployment
— “[7.1] GDDMXD/VM Support Removed” on page 198
« System Diagnosis

— “[7.1] Improvements to the z/VM Dump Process” on page 200

— “[7.1] Stand-Alone Dump to Tape Support Removed” on page 201

— “[7.1 APAR] Additional Dump Processing Improvements” on page 201

« Product Documentation

— “[7.1] Continuous Delivery Capability for z/VM Documentation” on page 204
— “[7.1] Deleted Publications” on page 204
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Introduction

Chapter 1. Introduction

Changes to the z/VM product include the addition of new functions, enhancements to existing functions,
additional support, and removal of functions or support. The following topics explain how z/VM changes
are delivered and how information about the changes is presented in this document.

z/VM Continuous Delivery Model

With z/VM 7.3, IBM continues to deliver product enhancements to its z/VM advanced virtualization
technology on IBM Z° and LinuxONE servers using the z/VM Continuous Delivery model. This model for
new functions offers clients timely support for new technology throughout the life of a z/VM release using
a delivery mechanism that is familiar to clients and time tested. Because the z/VM Continuous Delivery
model is not centered around a release date, it allows schedule flexibility as IBM partners with the z/VM
community in the design, development, and delivery of new functions.

With this model, IBM helps clients to benefit faster from new functions and capabilities with the z/VM
product. This is how z/VM function and service are now delivered:

« IBM will deliver most new z/VM 7.3 functions as Small Programming Enhancements (SPEs) in the
service stream. Following general availability of z/VM 7.3, z/VM 7.2 will, with a few exceptions, receive
only corrective service. Similarly, when a new release is introduced after z/VM 7.3, SPEs will be
delivered on that release going forward and z/VM 7.3 will receive mostly corrective service only.

« IBM now delivers z/VM releases on a fixed, 24-month cycle. These releases are a rollup of:

— Previously-released New Function APARs
— New function that is too disruptive or pervasive to ship in the z/VM service stream
— Fixes that were shipped in the service stream of the earlier release
« IBM services each z/VM release until six months after the N+2 release is generally available.

« Az/VM release remains orderable for 18 months after the general availability of its follow-on release.
This allows clients who are running older levels of z/VM the option of:

— Moving to the most current release, to receive New Function APARs
— Moving to the service-only release, to receive corrective service only

For example, on the general availability date of z/VM 7.2, z/VM 7.1 became a service-only release and
received corrective service until six months after the general availability date of z/VM 7.3. Similarly, on
the general availability date of z/VM 7.3, z/VM 7.2 also became a service-only release and would receive
corrective service until six months after the general availability date of the next follow-on release. If

a service-only z/VM 7.1 client wanted to upgrade but wanted to avoid receiving new function in the
service stream, they could move to service-only z/VM 7.2, which would be orderable up to 18 months
after z/VM 7.3 became generally available.

To learn about ordering options, contact your local IBM representative.

To learn about the z/VM sponsor user program, see IBM z/VM Sponsor User information (https://
www.vm.ibm.com/sponsor_user/).

To learn about z/VM continuous delivery and the proposed schedules, see IBM: z/VM Continuous Delivery
News (https://www.vm.ibm.com/newfunction/).

To be notified when new functions become available, see IBM: z/VM New Function APARs for the z/VM
Platform (https://www.ibm.com/vm/service/vmnfapar.html).

New Function Variables

To get the most up-to-date list of (and more information about) CP new function variables that define new
z/VM functions, go to:
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IBM: z/VM New Function Variable List (https:/www.vm.ibm.com/newfunction/varlist.html)

Table 1 on page 2 includes a list of variables that define new function APARs available with z/VM 7.4,

7.3,and 7.2.

Table 1. New Function Variables

Variable Version/release, APAR number
CP.ESM.CONTROL.DEFINE.MDISK 7.3
CP.FUNCTION.COPYSERVICES.FC_PRESERVE_MIRROR 7.2 [VM66433]
CP.FUNCTION.CRYPTO.HW_CCA_FILTERING 7.3 [VM66423]
CP.FUNCTION.CRYPTO.INTERRUPTIONS 7.2 [VM66534]
CP.FUNCTION.CRYPTO.MIXED_APVIRT_LGR 7.2 [VM66496]
CP.FUNCTION.DASD.HYPERPAV_1_END 7.2 [VM66421]
CP.FUNCTION.DASD.MINIDISK.HPF.PHASE 7.2 [VM66450]
CP.FUNCTION.DASD.MP_VARY_ON 7.2 [VM66449]
CP.FUNCTION.DUMP.PRESERVE_PARTIAL 7.2 [VM66560]
CP.FUNCTION.DUMP.SPEEDUP 7.2 [VM66431]
CP.FUNCTION.EDEVICE.DEFINITION 7.2 [VM66420]
CP.FUNCTION.EDEVICE.NVME 7.3

7.3 [VM66675]
CP.FUNCTION.EDEVICE.PATH_MANAGEMENT 7.2 [VM66507]
CP.FUNCTION.FAST_GUEST_LOGOFF 7.3 [VM66673]
CP.FUNCTION.QUERY.DEVICES 7.2 [VM66469]
CP.FUNCTION.RECORDING.DEFAULTS 7.4
CP.FUNCTION.SCSI.IPL.ALTERNATE_PATH 7.3 [VM66727]
CP.FUNCTION.SECURITY.IPL 7.3 [VM66434]
CP.FUNCTION.SPOOL.EXTENSIONS 7.2 [VM66479]
CP.FUNCTION.SRM.WARNINGTRACK 7.3 [VM66678]
CP.FUNCTION.THINSTACK 7.3 [VM66654]
CP.FUNCTION.VMEVENT 7.3 [VM66679]
CP.FUNCTION.VSWITCH.IPV6QUERY 7.2 [VM66485]
CP.FUNCTION.VSWITCH.NICDISTRIBUTION 7.2 [VM66557]
CP.FUNCTION.ZXC 7.2 [VM66201]
CP.LIMIT.MEMORY.REAL_TOTAL 7.2 [VM66173]
CP.LIMIT.MEMORY.RECLAIM 7.2 [VM66173]
CP.LIMIT.MEMORY.RECONFIG 7.2 [VM66271]
CP.LIMIT.SSI.MEMBERS 7.3
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How Information about z/VM Changes Is Presented in This
Document

Information about z/VM changes is presented two ways in this document:

- The topics in Chapter 2, “System changes,” on page 5 describe significant changes to z/VM system
functions. The information is organized according to the general functional areas where the changes
have occurred, such as product packaging, installation and service, hardware and architecture support,
connectivity and networking, and so on.

 The topics in Chapter 3, “Changes to external interfaces,” on page 207 identify changes to specific
external interfaces in the z/VM components. External interfaces are commands, routines, macros,
DIAGNOSE codes, directory control statements, and so on. Each change is identified as either upwardly
compatible or incompatible. (For definitions of these terms, see “Compatibility Terms” on page 3.)
The information is organized by component, and within each component by interface type.

For each change, the release in which it occurred is indicated in brackets, like this: [7.4]. Within a section,
changes are listed from oldest to newest.

Notes:
1. The indicated release is either:

« The first release that included the change in the base product
« The last release for which the change was available as a New Function APAR
2. A change provided as a New Function APAR is indicated like this:

« In Chapter 2, the term APAR is included with the release in brackets. The APAR number is identified
in the description.

« In Chapter 3, the APAR number is included with the release in brackets.
3. Achange might be superseded by another change, or support might be withdrawn, in a later release.

4. In Chapter 3, for types of changes that occur every release, such as responses from commands that
query the level of the system, only the latest release is indicated.

5. Many descriptions of system changes include cross-references to other documents for more
information about those functions. Over the course of product releases, the titles of some VM
documents might have changed. In most cases, the cross-reference points to the current title of the
appropriate document.

Compatibility Terms

In Chapter 3, “Changes to external interfaces,” on page 207, the following terms are used to convey the
degree of compatibility for each change:

Upwardly compatible
The syntax, function, or response of the external interface has been changed, but not significantly.
Invocations and applications using the external interface on the new system in the same manner as
on the current system should continue to execute unchanged.

Note: New function, if not exploited, is also upwardly compatible.

Incompatible
The syntax, function, or response of the external interface has been changed significantly. Some
invocations and applications using the external interface on the new system in the same manner as on
the current system might execute differently, incorrectly, or not at all.

Note: Depending on how you use the interface, a change identified as incompatible might be upwardly
compatible for you.
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Chapter 2. System changes

These topics describe new functions, enhancements, and support that have been added to z/VM. Some
topics identify functions and support that have been removed. For information about changes to specific
external interfaces, see Chapter 3, “Changes to external interfaces,” on page 207.

The system changes are described in the following major topics:

« “Product packaging” on page 5

- “Installation, migration, and service” on page 8

« “Support and exploitation of hardware and architectures, and hypervisor efficiency and scalability” on
page 49
 “Connectivity and networking” on page 107

- “System administration, operation, and ease of use” on page 127

« “Application development and deployment” on page 194

« “System diagnosis” on page 199

« “Product documentation” on page 202

Product packaging

These topics describe changes in what facilities are provided in the z/VM base product or offered as
optional features, and how z/VM is distributed.

[6.1] Changes to Documentation Provided with z/VM

The IBM Online Library: z/VM Collection CD-ROM has been replaced by the IBM Online Library: z/VM
Collection DVD, SK5T-9509. The DVD is provided with z/VM 6.1. The CD-ROM version has been
discontinued.

The following printed documents are not provided with z/VM 6.1:
 z/VM: Getting Started with Linux on System z

The printed version of this document has been discontinued. PDF and BookManager® versions are still
available from the same sources as other z/VM publications.

= z/VM Summary for Automated Installation and Service (DVD Installation)
This document has been discontinued (no longer published in any format).
« z/VM Summary for Automated Installation and Service (Tape Installation)

This document has been discontinued (no longer published in any format).

[6.1] German Files Discontinued

Translation of message repositories and HELP files into German has been discontinued. German files are
not shipped with or available for z/VM 6.1. The z/VM installation procedures have been revised to remove
the German option.

[6.2] IBM z/VM Single System Image Feature

The IBM z/VM Single System Image Feature (VMSSI) is offered as an optional feature of z/VM 6.2. VMSSI
enables the creation of z/VM single system image (SSI) clusters. A z/VM SSI cluster is a multisystem
environment in which the z/VM member systems can be managed as a single resource pool and running
Linux® guests can be relocated from one member to another. For information about the z/VM SSI
environment and setting up z/VM SSI clusters, see z/VM: CP Planning and Administration.

© Copyright IBM Corp. 1992, 2024 5


https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpa5_v7r4.pdf#nameddest=hcpa5_v7r4

Packaging

VMSSI must be ordered through the z/VM System Delivery Offering (SDO). For information about the
licensing requirements for VMSSI, see z/VM: License Information.

Various z/VM functions have been added or enhanced to support z/VM SSI clusters. Those additions and
enhancements are described in the appropriate sections of this publication.

[6.2] z/Architecture CMS

z/Architecture® CMS (z/CMS), previously supplied as a sample program, is now a fully supported part of
z/VM. z/CMS runs in IBM z/Architecture 31-bit addressing mode in an ESA or XA virtual machine and
enables CMS programs to use z/Architecture instructions, including those that operate on 64-bit registers,
while permitting existing ESA/390 architecture CMS programs to continue to function without change.
Although z/CMS does not directly exploit storage above 2 GB, z/CMS can be IPLed in a virtual machine
with more than 2 GB of storage, and programs running on z/CMS can specify the SUBPOOL='USERG'
parameter on the CMSSTOR OBTAIN macro to allocate storage above 2 GB. For more information about
z/CMS, see z/VM: CMS Planning and Administration.

The following functions have been updated:
« CMS QUERY CMSLEVEL command

CMS SET CMS370AC command

CMS CMSSTOR macro

CMS DEFNUC macro

REXX/VM STORAGE() function

[6.2] Shipping IBM Systems Director Agents for Linux with z/VM
Discontinued

The z/VM Manageability Access Point (zMAP) Agent and Platform Agent for the IBM Systems Director
Server for Linux on System z, previously shipped with z/VM 6.1, are not shipped with z/VM 6.2.

[6.3] xCAT Appliance Packaged with z/VM

The Extreme Cloud Administration Toolkit (xCAT) appliance is packaged with z/VM 6.3. xCAT is an open
source scalable distributed computing management and provisioning tool that provides a unified interface
for hardware control, discovery, and OS diskful/diskfree deployment. The toolkit can be used for the
deployment and administration of Linux clusters. The toolkit is packaged and configured to be ready for
use with no modification.

For more information, see z/VM: Systems Management Application Programming.

[6.3] z/VM Collection

The IBM Online Library: z/VM Collection, SK5T-9509, is no longer available as a physical DVD and is no
longer supplied with the z/VM product.

[6.4] z/VM Cloud Manager Appliance No Longer Available

The z/VM Cloud Manager Appliance (CMA) DVD provided with z/VM 6.4 is no longer available, nor is the
CMA code available for download from IBM Fix Central. The CMA is stabilized at the Newton level. The
CMA will continue to be supported for security fixes and client-reported problems. However, no support
for newer releases of OpenStack or functional enhancements are planned.

If you are interested in performing a new installation of the z/VM CMA, contact the IBM z/VM level 2
support team for the installation media or a digital download. IBM does not plan to ship OpenStack or
xCAT support with the z/VM hypervisor once the CMA is discontinued from service.
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Packaging

[7.1] Integration of z/VM SSI for Continuous Operation

z/VM single system image (SSI) is included in the base of z/VM 7.1 at no additional cost. Previously, it
was a priced feature of z/VM V6, and is withdrawn. Integrating and making SSI available at no charge is
intended to help more clients reduce or shorten planned outages of their Linux workloads as they adopt
the z/VM Continuous Delivery model for their z/VM systems. SSI includes live guest relocation and single
system maintenance to give clients a mechanism to host Linux virtual server images without suffering
interruptions as they apply updates to their z/VM systems.

Note: If you are upgrading or migrating your z/VM system to 7.1, SSI remains enabled within the system
configuration for compatibility reasons. IBM recommends leaving the SSI state as enabled to allow
moving back to the old z/VM level for any reason and to allow 7.1 to coexist in an SSI cluster with older
z/VM levels.

For information about setting up SSI clusters, see z/VM: CP Planning and Administration.

[7.1] OSA/SF Not Shipped with z/VM

The Open Systems Adapter / Support Facility (OSA/SF) is no longer shipped with z/VM. To customize
the modes of operation of OSA features, use OSA/SF on the Hardware Management Console (HMC). For
more information, see Open Systems Adapter/Support Facility on the Hardware Management Console
(https://www.ibm.com/docs/en/SSLTBW_2.3.0/pdf/SC14-7580-02.pdf).

[7.1] z/VM Messages and Help Files for Kanji Have Been Discontinued

z/VM no longer provides messages and help files translated into Japanese (KANJI). Mixed-case American
English (AMENG) and uppercase American English (UCENG) are the only languages included in z/VM 7.1.

Clients can still install other languages on their z/VM 7.1 system. With the general availability of z/VM 7.1,
any new or updated messages delivered with z/VM 6.4 service will no longer be translated into Japanese

Kaniji.

[7.2] Removal of KANJI language files

All of the KANJI language file infrastructure has been removed from the base z/VM components.

[7.3] Removal of the CMSDESK function, external GUI functions, and the
GUICSLIB DCSS
The CMSDESK function, external GUI functions, and the GUICSLIB DCSS have been removed. The CMS
CMSDESK command, the CMS SET WORKSTATION command, and the CMS QUERY WORKSTATION

command are no longer valid commands. References to CMS GUI have been removed from the
publications.

[7.4] Integration of HCD and HCM for z/VM into the CP component base

The functional executables of the Hardware Configuration Definition and Hardware Configuration Manager
for z/VM (HCD and HCM for z/VM) are now shipped as part of the CP component of z/VM 7.4. Service
support is provided with the CP component of z/VM.

[7.4] Removal of physical DVDs as a product distribution medium

DVD-R is no longer a supported system image distribution medium. The replacement for installing from a
physical DVD on an HMC is to use a USB flash drive. An electronic image in ISO format will be provided.
Customers can copy the contents of the electronic image to a USB flash drive by following instructions
provided with their order. Only USB flash drives supported by the HMC can be used.

This satisfies the Statement of Direction from the z/VM 7.3 product announcement.

For complete installation instructions, see the z/VM: Installation Guide.
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Installation, Migration, and Service

[7.4] Discontinuance of support for EREP VM 3

In response to Withdrawal Announcement AD24-0128 indicating that EREP VM 3 will be withdrawn from
service effective 28 February 2025, EREP product support for record retrieval and reporting has been
removed from z/VM 7.4. In addition, EREP packaging infrastructure has been removed from z/VM 7.4.

This satisfies the z/VM statement of direction announced March 26, 2024.
The following functions have been updated:
- System configuration statements:

— SYSTEM_USERIDS
e CP commands:

— RECORDING
— QUERY RECORDING
« CP utility no longer supported and therefore removed:

— CPEREPXA
The following CP new function variable definition is new:
« CP.FUNCTION.RECORDING.DEFAULTS

Installation, migration, and service

These topics describe changes to the z/VM installation, migration, and service processes, procedures, and
tools.

For more information about installation changes, see z/VM: Installation Guide. For more information about
service changes, see z/VM: Service Guide.

[6.1] Changes to Predefined User Directory Entries

Added User IDs

Note: These user IDs are not included in the supplied 6.1 source directory. However, they are included in
the source directory for 6.2 and later.

DTCENS1
Primary virtual switch controller for intraensemble data network (IEDN) or intranode management
network (INMN)

DTCENS2
Backup virtual switch controller for IEDN or INMN

VSMGUARD
z/VM systems management worker server and error recovery server for ensemble support

VSMREQI6
z/VM systems management IPvé6 server for ensemble support

VSMREQIM
z/VM systems management network request server for ensemble support

ZVMLXAPP
Management guest (type MG) server for ensemble support

Renamed User IDs

« 5VMDIR40 renamed to 6VMDIR10.
« 5VMPTK40 renamed to 6VYMPTK10.
« 5VMRAC40 renamed to 6VMRAC10.
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* 5VMRSC40 renamed to 6VMRSC10.
« 5VMTCP40 renamed to 6VMTCP10.

Changed User Specifications
« MAINT
— MDISK 405 statement removed.

Installation, Migration, and Service

— Minidisk 3B2 increased to 300 cylinders 3390 or 432000 blocks FBA.
— Minidisk 400 increased to 130 cylinders 3390 or 187200 blocks FBA.

« ZVMMAPLX

— Privilege classes B and E removed (leaving only G).

— Added the following statement:

CONSOLE 009 3215

« All z/VM systems management request servers and worker servers

— Default and maximum storage increased to 128M 512M.
— PARM AUTOCR added to the IPL CMS statement.

Note: These changes are not included in the supplied 6.1 source directory. However, they are included

in the 6.2 source directory.

[6.2] Changes to Predefined User Directory Entries

Deleted User IDs

+ ADMSERV
+ GCSXA

« NAMESRV
+ NDBPMGR
« NDBSRVO01
« SNALNKA
+ SSLSERV

« TFTPD

« VMKERB

« VSMSERVE
« X25IPI

Renamed User IDs

« 5VMHCD40 renamed to 6VMHCD20.

6VMDIR10 renamed to 6VMDIR20.
6VMPTK10 renamed to 6VMPTK20.

6VMRSC10 renamed to 6VMRSC20.
6VMTCP10 renamed to 6VMTCP20.

6VMRAC10 renamed to 6VMRAC20.
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Changed Virtual Machine Definitions

The virtual machine definitions for the following user IDs have been changed from single-configuration
virtual machine definitions (USER definitions) to multiconfiguration virtual machine definitions IDENTITY
definitions). For more information about this new type of virtual machine definition, see “[6.2] SSI Cluster
User Identity and Configuration” on page 129.

AUDITOR LGLOPR RACMAINT VMSERVR
AUTOLOG1 LPSERVE REXECD VMSERVS
AUTOLOG2 MAINT RSCS VMSERVU
AVSVM MIGMAINT RSCSAUTH VMUTIL
CBDIODSP MONWRITE RSCSDNS VSMGUARD?
CMSBATCH MPROUTE RXAGENT1 VSMPROXY
DHCPD OPERATNS SMTP VSMREQIM1
DISKACNT OPERATOR SNMPD VSMREQIN
DTCENS1?t OPERSYMP SNMPQE VSMREQIU
DTCENS2? OP1 SNMPSUBA VSMREQI61
DTCVSW1 OSADMIN1 SYSDUMP1 VSMWORK1
DTCVSW2 OSADMIN2 SYSMON VSMWORK?2
EREP OSADMIN3 TCPIP VSMWORK3
FTPSERVE OSAMAINT TCPMAINT XCHANGE
GCS OSASF TSAFVM ZVMLXAPP?®
GSKADMIN PERFSVM UFTD ZVMMAPLX
IMAP PORTMAP VMNFS

IMAPAUTH RACFSMF VMRMADMN

LDAPSRV RACFVM VMRMSVM

Note on the table:
1

This user ID was added (defined) in z/VM 6.1 but was not included in the supplied source directory.
However, the IDENTITY definition for this user ID is included in the z/VM 6.2 source directory.

Added User IDs

« USER definitions:

DATAMOV2
DirMaint DATAMOVE service machine for SSI cluster member 2

DATAMOV3
DirMaint DATAMOVE service machine for SSI cluster member 3

DATAMOV4
DirMaint DATAMOVE service machine for SSI cluster member 4

DIRMSAT2
DirMaint DIRMSAT service machine for SSI cluster member 2

DIRMSAT3
DirMaint DIRMSAT service machine for SSI cluster member 3

DIRMSAT4
DirMaint DIRMSAT service machine for SSI cluster member 4

MAINT620
Owns the system resources that are specific to z/VM 6.2, and is used (rather than MAINT) to service
all z/VM and preinstalled products, features, and components for z/VM 6.2
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PMAINT
Owns the system resources that will be common in an SSI cluster, such as the parm disk and
the minidisks that contain the source directory, cross release utilities (such as CPFMTXA and
DIRECTXA), VMSES/E system-level files, and the new VMPSFS file pool

VMSERVP
Server for the new VMPSFS file pool

6VMLEN20
Owns the Language Environment® disks

« IDENTITY definitions:

DTCSMAPI
SMAPI default TCP/IP stack

LOHCOST
SMAPI default database server

PERSMAPI
SMAPI default performance monitoring server

SSL
Base definition for the virtual machines in the SSL server pool

SSLDCSSM
SSL DCSS management agent server

VSMEVSRV
SMAPI default AF_EVNT server

ZVMLXTS
Provides an anchor for the Linux Terminal Server

Added Profiles

TCPSSLU
Defines the characteristics and configuration of the virtual machines in the SSL server pool

Changed User Specifications
« AUTOLOG1
- SUBCONFIG entries:
- Added links:

LINK MAINT 193 193 RR
LINK MAINT 19E 19E RR

- Increased MDISK 191 from 001 to 005 cylinders.
« AUTOLOG2

— IDENTITY entry:

- Increased storage from 4M 4M to 32M 32M.

- Changed class from BG to ABCDEG.

- Changed ACCOUNT from SYSTEMS to 9 SYSTEM.
- Changed IPL CMS PARM AUTOCR to IPL 190.
Added AUTOLOG OP1 MAINT.

— SUBCONFIG entries:

- Added link:

LINK MAINT 0193 0193 RR
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AVSVM

— Removed "64" from end of IDENTITY (formerly USER) statement.
BLDCMS

— Added link:

LINK MAINT 990 990 RR

- BLDNUC
— Added link:

LINK MAINT 890 990 MW

BLDRACF

— Changed links from:

LINK 6VMRAC20 590 490 MW
LINK 6VMRAC20 505 305 RR

to:

LINK RACMAINT 490 490 MW
LINK RACMAINT 305 305 RR

- BLDSEG
— Added link:

LINK MAINT 19D 19D MR

- CBDIODSP
— IDENTITY entry:
- Deleted link:

LINK 6VMHCD20 400 400 RR

— SUBCONFIG entries:

- Added MDISK 400 (moved from 6VMHCD20) and increased from 180 to 360 cylinders.
« DATAMOVE

— Changed password from NOLOG to AUTOONLY.
— Changed links from:

LINK 6VMDIR20 491 191 RR
LINK 6VMDIR20 492 192 RR
LINK 6VMDIR20 11F 11F RR
LINK 6VMDIR20 41F 21F RR

to:

LINK DIRMAINT 191 191 RR
LINK DIRMAINT 192 192 RR
LINK DIRMAINT 11F 11F RR
LINK DIRMAINT 21F 21F RR

— Added link:
LINK PMAINT 551 551 RR

- DHCPD
— SUBCONFIG entries:
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- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

DIRMAINT

Changed password from NOLOG to AUTOONLY.
Increased storage from 32M 64M to 128M 256M.
Changed IUCV ANY to IUCV ALLOW.

Added link:

LINK PMAINT 551 551 RR

Increased MDISK 155 from 9 to 12 cylinders.
Increased MDISK 1DB from 9 to 12 cylinders.
Increased MDISK 1DF from 9 to 12 cylinders.
Increased MDISK 1FA from 9 to 12 cylinders.
Increased MDISK 2DB from 9 to 12 cylinders.
Increased MDISK 2DF from 9 to 12 cylinders.
Added MDISK 15D.

DIRMSAT

Changed password from NOLOG to AUTOONLY.
Increased storage from 16M 16M to 128M 256M.
Changed links from:

LINK 6VMDIR20 491 191 RR
LINK 6VMDIR20 492 192 RR
LINK 6VMDIR20 11F 11F RR
LINK 6VMDIR20 41F 21F RR

to:

LINK DIRMAINT 191 191 RR
LINK DIRMAINT 192 192 RR
LINK DIRMAINT 11F 11F RR
LINK DIRMAINT 21F 21F RR

Added link:
LINK PMAINT 551 551 RR

Increased MDISK 1FA from 9 to 12 cylinders.
Added MDISK 1DE.

DTCENS1

SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

Installation, Migration, and Service
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LINK TCPMAINT 491
LINK TCPMAINT 492

- DTCENS2
— SUBCONFIG entries:
- Changed links from:

LINK
LINK

to:

LINK
LINK

- DTCVSW1

6VMTCP20 491
6VMTCP20 492

TCPMAINT 491
TCPMAINT 492

— SUBCONFIG entries:
- Changed links from:

LINK
LINK

to:

LINK
LINK

- DTCVSW2

6VMTCP20 491
6VMTCP20 492

TCPMAINT 491
TCPMAINT 492

— SUBCONFIG entries:
- Changed links from:

LINK
LINK

to:

LINK
LINK

6VMTCP20 491
6VMTCP20 492

TCPMAINT 491
TCPMAINT 492

- FTPSERVE
— SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« GSKADMIN
— SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:
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LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

« IBMUSER

— Changed links from:

LINK
LINK
LINK

to:

LINK
LINK
LINK
LINK

« IMAP

— SUBCONFIG entries:

6VMRAC20
6VMRAC20
6VMRAC20

RACMAINT
RACMAINT
RACMAINT
RACFVM

29E
505
191

29E
305
192
305

29E
305
192

29E
505
192
305

- Changed links from:

LINK
LINK

to:

LINK
LINK

« IMAPAUTH

— SUBCONFIG entries:

6VMTCP20 491
6VMTCP20 492

TCPMAINT 491
TCPMAINT 492

- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« LDAPSRV

— SUBCONFIG entries:

- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« LGLOPR

— SUBCONFIG entries:

- Deleted link:

LINK MAINT 194 194

« LPSERVE
— SUBCONFIG entries:

RR
RR
RR

RR
RR
RR
RR

491
492

491

492

491
492

491

492

491
492

491
492

RR

RR
RR

RR
RR

RR
RR

RR

RR

RR
RR

RR
RR
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- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

« MAINT
— IDENTITY entry:
- Removed MAINT from AUTOLOG statement.
- Added links:

LINK PMAINT 2CC 2CC MR
LINK PMAINT 551 551 RR

- Deleted MDISK 2CC. Minidisk has been split into PMAINT 2CC (10 cylinders) and MAINT620 4CC
(10 cylinders).

- Moved the following minidisks to MAINT620 (and increased some sizes as indicated).

1941 3A2 4936 5D2 6D2
201 3A4 5007 5E58 7A2
2A2 3A6 51D 5E6 7A4
2A4 3B23 5A2 6A2 7A6
2A6 3C2 5A4 6A4 7B2
2C2 3C4 5A6 6A6 7C2
2C4 3D2 5B2 6B2 7C4
2D2? 4004 5C2 6C2 7D2
319 4905 5C4 6C4 CF2

Notes on the table:
1

Increased from 333 to 360 cylinders.

Increased from 150 to 350 cylinders.

3

Increased from 300 to 375 cylinders.
4

Increased from 130 to 275 cylinders.
5

Increased from 107 to 214 cylinders.
6

Increased from 167 to 250 cylinders.
7

Increased from 600 to 900 cylinders.
8

Increased from 9 to 18 cylinders.
- Moved the following minidisks to 6VMLEN20:
- 49B
« 49E
e 4A2
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4A4
4A6
4B2
4C2
4C4
4D2

— SUBCONFIG entries:
- Added links:

- Increased MDISK 191 from 10 to 175 cylinders.

Increased MDISK 190 from 107 to 214 cylinders.
Increased MDISK 193 from 167 to 500 cylinders.
Increased MDISK 19D from 146 to 292 cylinders.
Increased MDISK 19E from 250 to 500 cylinders.
Increased MDISK 401 from 146 to 292 cylinders.
Increased MDISK 402 from 146 to 292 cylinders.

LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK MAINT620
LINK 6VMLEN20

194
201
2A2
2A4
2A6
2C4
2D2
490
493
51D
5E5
890
49E

Added MDISK CFD.
+ MIGMAINT

— SUBCONFIG entries:
- Added minidisks:

MDISK 2222
MDISK 24CC
MDISK 2CFO

- Added links:

LINK PMAINT 551 551 RR
LINK PMAINT 41D 41D RR

+ MONWRITE
— SUBCONFIG entries:

- Increased MDISK 191 from 090 to 300 cylinders.

- MPROUTE
— IDENTITY entry:

- Added IPL ZCMS statement.

— SUBCONFIG entries:

- Changed links from:

194
201
2A2
2A4
2A6
2C4
2D2
490
493
51D
5E5
890
49E

RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
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LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

« OPERATNS
— IDENTITY entry:
- Increased storage from 32M 32M to 128M 128M.
- Added OPTION DIAG88 statement.
- Added NAMESAVE VSMDCSS statement.
— SUBCONFIG entries:
- Increased MDISK 191 from 015 to 100 cylinders.
- OP1
— IDENTITY entry:
- Removed OP1 from AUTOLOG statement.
OSADMIN1
— Changed storage from 16M 32M to 128M 256M.
OSADMIN2
— Changed storage from 16M 32M to 128M 256 M.
OSADMIN3
— Changed storage from 16M 32M to 128M 256M.
- OSASF
— Changed storage from 64M 64M to 128M 256 M.
PERFSVM
— IDENTITY entry:
- Increased storage from 64M 512M to 128M 512M.
- Changed ACCOUNT from xxxx to XXXXX.
- Changed IUCV statements from:

IUCV *IDENT FCXRESOO GLOBAL
IUCV *IDENT FCXSYSTM GLOBAL

to:

IUCV *IDENT FCXC1R01 GLOBAL
IUCV *IDENT FCXC1S01 GLOBAL
IUCV *IDENT FCXC1R02 GLOBAL
IUCV *IDENT FCXC1S02 GLOBAL
IUCV *IDENT FCXC1RO3 GLOBAL
IUCV *IDENT FCXC1S03 GLOBAL
IUCV *IDENT FCXC1R04 GLOBAL
IUCV *IDENT FCXC1S04 GLOBAL

— SUBCONFIG entries:
- Deleted links:

LINK 6VMPTK20 1CC 1CC RR
LINK 6VMPTK20 201 201 RR

- Added MDISK 1CC (moved from 6VMPTK20) and increased from 1 to 2 cylinders.
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- Added MDISK 201 (moved from 6VMPTK20) and increased from 10 to 20 cylinders.
« PORTMAP

— SUBCONFIG entries:

- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

« RACFVM
— SUBCONFIG entries:
- Deleted links:

LINK 6VMRAC20 590 590 MR
LINK 6VMRAC20 505 505 MR
LINK RACMAINT 191 591 MR

- Increased MDISK 305 from 68 to 136 cylinders.
- Increased MDISK 490 from 38 to 70 cylinders.
« RACMAINT

— SUBCONFIG entries:
- Added links:

LINK 6VMRAC20 29E 29E RR
LINK 6VMRAC20 191 192 RR

- REXECD
— SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

- RSCS
— SUBCONFIG entries:
- Changed link from:

LINK 6VMRSC20 401 191 RR
to:
LINK RSCS 401 191 RR

- Added MDISK 401 (moved from 6VMRSC20) and increased from 9 to 18 cylinders.
- Added MDISK 403 (moved from 6VMRSC20) and increased from 3 to 6 cylinders.
« RSCSAUTH

— SUBCONFIG entries:

Chapter 2. System changes 19



Installation, Migration, and Service

- Changed link from:
LINK 6VMRSC20 403
to:
LINK RSCS 403 403
« RSCSDNS

— SUBCONFIG entries:
- Changed link from:

LINK 6VMRSC20 403
to:
LINK RSCS 403 403
« RXAGENT1

— SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« SMTP
— SUBCONFIG entries:

- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« SNMPD
— SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492

to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« SNMPQE
— SUBCONFIG entries:

- Changed links from:

LINK 6VMTCP20 491
LINK 6VMTCP20 492
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to:

LINK TCPMAINT 491
LINK TCPMAINT 492

« SNMPSUBA

— SUBCONFIG entries:

- Changed links from:

LINK
LINK

to:

LINK
LINK

« SYSADMIN

— Changed links from:

LINK
LINK
LINK

to:

LINK
LINK
LINK

« TCPIP

— SUBCONFIG entries:

6VMRAC20
6VMRAC20
6VMRAC20

RACMAINT
RACMAINT
RACMAINT

6VMTCP20 491
6VMTCP20 492

TCPMAINT 491
TCPMAINT 492

29E
505
191

29E
305
192

29E
505
192

29E
505
192

- Changed links from:

491
492

491
492

491
492

RR
RR
RR

RR
RR
RR

LINK 6VMTCP20 491 491
LINK 6VMTCP20 492 492

to:

LINK TCPMAINT 491 491
LINK TCPMAINT 492 492

« TCPMAINT

— SUBCONFIG entries:

- Added links:

RR
RR

RR
RR

RR
RR

RR
RR

RR
RR

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

- Increased MDISK 591 from 61 to 122 cylinders.
- Increased MDISK 592 from 70 to 140 cylinders.

« UFTD

— SUBCONFIG entries:

- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:
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LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

- VMNFS
— SUBCONFIG entries:
- Changed links from:

LINK 6VMTCP20 491 491 RR
LINK 6VMTCP20 492 492 RR

to:

LINK TCPMAINT 491 491 RR
LINK TCPMAINT 492 492 RR

VMSERVR
— IDENTITY entry:

- Changed IPL CMS to IPL 190.
VMSERVS

— IDENTITY entry:

- Changed IPL CMS to IPL 190.
— SUBCONFIG entries:

- Deleted MDISKs 306, 307, 308, 309, 310, and 311.
VMSERVU

— IDENTITY entry:

- Changed IPL CMS to IPL 190.
VSMGUARD

— SUBCONFIG entries:

- Changed links from:

LINK MAINT CF1 CF1 MD
LINK MAINT CF2 CF2 MD

to:
LINK PMAINT CF® CF@ MD
- Added link:
LINK PMAINT 551 551 RR

+ VSMPROXY
— IDENTITY entry:

- Increased storage from 32M 32M to 128M 512M.
- Changed IPL CMS to IPL CMS PARM AUTOCR.
- Removed IUCV *VMEVENT statement.
- Added NAMESAVE VSMDCSS statement.
« VSMREQIM
— IDENTITY entry:

- Removed IUCV *VMEVENT statement.
« VSMREOQIN
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IDENTITY entry:

- Increased storage from 32M 32M to 128M 512M.

- Changed IPL CMS to IPL CMS PARM AUTOCR.
- Added NAMESAVE VSMDCSS statement.

. VSMREQIU

IDENTITY entry:

- Increased storage from 32M 32M to 128M 512M.

- Changed IPL CMS to IPL CMS PARM AUTOCR.
- Added NAMESAVE VSMDCSS statement.

« VSMREQI6

IDENTITY entry:
- Removed IUCV *VMEVENT statement.

+ VSMWORK1

IDENTITY entry:

- Increased storage from 64M 64M to 128M 512M.

- Changed IPL CMS to IPL CMS PARM AUTOCR.
- Added DIAG88 to OPTION statement.

- Added NAMESAVE VSMDCSS statement.
SUBCONFIG entries:

- Changed links from:

LINK MAINT CF1 CF1 MD
LINK MAINT CF2 CF2 MD

to:
LINK PMAINT CFO CF® MD
- Added link:

LINK PMAINT 551 551 RR

+ VSMWORK2

IDENTITY entry:

- Increased storage from 64M 64M to 128M 512M.

- Changed IPL CMS to IPL CMS PARM AUTOCR.
- Added DIAG88 to OPTION statement.

- Added NAMESAVE VSMDCSS statement.
SUBCONFIG entries:

- Changed links from:

LINK MAINT CF1 CF1 MD
LINK MAINT CF2 CF2 MD

to:
LINK PMAINT CFO CFO MD

- Added link:
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LINK PMAINT 551 551 RR

« VSMWORK3
— IDENTITY entry:

- Increased storage from 64M 64M to 128M 512M.
- Changed IPL CMS to IPL CMS PARM AUTOCR.
- Added DIAG88 to OPTION statement.
- Added NAMESAVE VSMDCSS statement.
— SUBCONFIG entries:

- Changed links from:

LINK MAINT CF1 CF1 MD
LINK MAINT CF2 CF2 MD

to:
LINK PMAINT CFO CFO MD
- Added link:
LINK PMAINT 551 551 RR

« XCHANGE
— SUBCONFIG entries:
- Changed link from:

LINK 6VMRSC20 403 403 RR
to:
LINK RSCS 403 403 RR

- Added MDISK 191.
« ZVMLXAPP

— IDENTITY entry:

- Changed password from AUTOONLY to ZVMLXAPP.
- Changed LOADDEYV statement from:

LOADDEV PORT © LUN © BOOT ©
to:

LOADDEV PORT 0
LOADDEV LUN ©
LOADDEV BOOT ©

- Removed statement:
SPOOL OOOE 1403 A

- 40SASF40
— Changed link from:

LINK 6VMTCP20 0492 0492 RR

to:
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LINK TCPMAINT 0492 0492 RR

6VMDIR20
Added link:

LINK PMAINT 551 551 RR

Deleted MDISK 502.

Increased MDISK 41F from 8 to 16 cylinders.
Increased MDISK 491 from 15 to 30 cylinders.
6VMHCD20

— Added link:

LINK CBDIODSP 400 400 MR
— Moved MDISK 400 to CBDIODSP.
6VMPTK20
— Added links:

LINK PERFSVM 1CC 1CC MR
LINK PERFSVM 201 201 MR

— Moved MDISK 1CC and MDISK 201 to PERFSVM.
6VMRAC20

— Increased MDISK 29E from 2 to 10 cylinders.
— Increased MDISK 590 from 38 to 70 cylinders.
6VMRSC20

Added links:

LINK RSCS 401 401 MR
LINK RSCS 403 403 MR

Deleted MDISK 502.

Moved MDISK 401 and MDISK 403 to RSCS.
Added MDISK 493.

6VMTCP20

— Deleted links:

LINK ADMSERV 191 263 MR
LINK NAMESRV 191 269 MR
LINK NDBPMGR 191 26A MR
LINK NDBSRVO1 191 26B MR
LINK SNALNKA 191 270 MR
LINK SSLSERV 191 273 MR
LINK TFTPD 191 279 MR
LINK VMKERB 191 27B MR
LINK X25IPI 191 27D MR

— Added links:

LINK SSLDCSSM 191 263 MR
LINK DTCENS1 191 269 MR
LINK DTCENS2 191 26A MR

— Increased MDISK 2B2 from 115 to 150 cylinders.
— Increased MDISK 2D2 from 117 to 200 cylinders.
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[6.2] INSTALL Utility Renamed to INSTTAPE

The CP utility INSTALL has been renamed to INSTTAPE. The TAPE operand has been removed, but the
RECOVER option is still provided.

The INSTALL EXEC used during the z/VM 6.2 installation process is a new function that is used only during
z/VM installation. It does not invoke the old INSTALL utility (now INSTTAPE) and it has no operands or
options.

[6.2] CMS AUDITOR Utility Change

After you complete the customization of the CMS AUDITOR, you must uncomment the call to the
AUDITOR EXEC in the AUDITOR user ID's PROFILE EXEC in order to start the AUDITOR utility.

[6.2] High Level Assembler Not Required for RACF

The IBM High Level Assembler is no longer required to reassemble CP replacement parts for the RACF®
Security Server for z/VM.

[6.2] Options Removed from the VMFINS Command

The RESOURCE, DFNAME, DFTYPE, and DFMODE options have been removed from the VMFINS DELETE,
VMFINS INSTALL, and VMFINS MIGRATE commands. The option NORESOURCE remains on these VMFINS
commands and is the default. Also, the VMFINS DEFAULTS file has been updated to remove the options
NORESOURCE, DFNAME, DFTYPE, and DFMODE.

[6.2] Change to the Linking Default of the VMFSETUP Command
The linking default of the VMFSETUP command has been changed from NOLINK to LINK.

[6.2] Service Changes to Support the SSI Environment

z/VM 6.2 includes the following service changes to support the SSI environment:

The MAINTvrm user ID, where vrm is the version, release, and modification level of the z/VM system,
must now be used rather than the MAINT user ID to service all z/VM and preinstalled products,
features, and components.

When a product is placed into production, files that you placed on a test disk are not automatically
moved to a production disk. If you placed files on a test disk, you must manually copy those files to the
production disk.

When a product is placed into production, the DDR of MAINT 490 to MAINT 190 will now DDR only the
RECOMP area where the CMS nucleus resides. Because of this, the 490 disk and the 190 disk must be
the same size, and the size of the RECOMP area on the 490 disk must be the same as the size of the
RECOMP area on the 190 disk.

It is recommended that you do not save backup copies of the CPLOAD MODULE on the MAINT CF3 parm
disk. This disk will be erased when a product is placed into production. Instead, you should save backup
copies of the CPLOAD MODULE on the MAINT CF1 or the MAINTvrm CF2 disk.

VMPSFS is a new IBM supplied file pool that is the z/VM product service file pool for products loaded
into SFS.

The operation of key VMSES/E commands (SERVICE, PUT2PROD, and VMFSUFIN) is now based on
using the content of the VMSES/E 5E6 Test Build minidisk, instead of the 5E5 Build disk. Because of
this change, the VMSES/E 5E6 minidisk must be accessed (by convention, at file mode B) before these
commands are used for service and maintenance activity. An ACCESS command for this purpose is
included in the PROFILE EXEC for the MAINTvrm user ID that is supplied with the system. This change
should be accounted for in any local changes or customization that pertain to the MAINTvrm user ID
and its PROFILE EXEC.
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[6.2] Change to PPF File Used for Saved Segment Builds

The CMS and Language Environment saved segments supplied with z/VM are now built using the
SERVP2P PPF file instead of the ZVM PPF file.

[6.3] Changes to Predefined User Directory Entries

Deleted User IDs

« DHCPD (IDENTITY)
« LPSERVE (IDENTITY)

Added User IDs

« IDENTITY definitions:

XCAT
Supports the xCAT appliance packaged with z/VM.

ZHCP
Supports the xCAT appliance packaged with z/VM.

Renamed User IDs

- 6VMDIR20 changed to 6VMDIR30.
6VMPTK20 changed to 6VMPTK30.
6VMRAC20 changed to 6VMRAC30.
6VMRSC20 changed to 6VMRSC30.
6VMTCP20 changed to 6VMTCP30.
MAINT620 changed to MAINT630.

Changed User Specifications

« All logon passwords that previously matched the user ID have been changed to WD5JU8QP.
« DIRMAINT

— Added link:
LINK TCPMAINT 592 592 RR

« GSKADMIN
— IDENTITY entry:

- Storage changed to 64M 128M.
- LOHCOST

— IDENTITY entry:

- Deleted IPL and LOADDEYV statements.
— SUBCONFIG entries:

- Added statements:

IPL 190 PARM AUTOCR
LINK MAINT 0193 0193 RR
LINK MAINT 0400 0400 RR

« MAINT
— IDENTITY entry:
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- Storage changed to 256M 1000M.
— SUBCONFIG entries:

- Added statements:

LINK MAINT630 400 400 RR
MDISK 125 3390 000 END MO1WO2 MR
MDISK 126 3390 000 END MO1WO3 MR

« MAINT630
— Added links (if needed):

LINK MAINT 125 125 MR
LINK MAINT 126 126 MR
LINK PMAINT 141 141 MR
LINK PMAINT 142 142 MR

— Increased minidisk sizes (if used):
- MDISK 194 increased to 400 cylinders.
- MDISK 3B2 increased to 580 cylinders.
- MDISK 3D2 increased to 500 cylinders.
- MDISK 400 increased to 450 cylinders.
- MDISK 500 increased to 1200 cylinders.
- MDISK 5B2 increased to 075 cylinders.

MIGMAINT

— IDENTITY entry:

- Storage changed to 256M 1000M.
- Added OPTION MAINTCCW statement.
- PMAINT

— Privilege classes changed to G only.
SYSADMIN

— Added link:

LINK PMAINT 551 551 RR

VMSERVP

— MDISK 304 increased to 160 cylinders.
— MDISK 305 increased to 400 cylinders.
VSMGUARD

— IDENTITY entry:
- Logon password changed to AUTOONLY.

- Added statements:

OPTION LNKNOPAS
NAMESAVE SMAPIOUT

— SUBCONFIG entries:
- Added minidisk:

MDISK A91 3390 0303 005 MO1WO1l MR ALL ALL ALL

+ VSMWORK1
— IDENTITY entry:
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- Logon password changed to AUTOONLY.
- Added statements:

OPTION LNKNOPAS
NAMESAVE SMAPIOUT

— SUBCONFIG entries:
- Added minidisk:

MDISK A91 3390 3306 005 MO1RES MR ALL ALL ALL

- VSMWORK2
— IDENTITY entry:
- Logon password changed to AUTOONLY.

- Added statements:

OPTION LNKNOPAS
NAMESAVE SMAPIOUT

— SUBCONFIG entries:
- Added minidisk:

MDISK A91 3390 0168 005 MO1WO1 MR ALL ALL ALL

- VSMWORK3
— IDENTITY entry:
- Logon password changed to AUTOONLY.

- Added statements:

OPTION LNKNOPAS
NAMESAVE SMAPIOUT

— SUBCONFIG entries:
- Added minidisk:

MDISK A91 3390 0198 005 MO1WO1 MR ALL ALL ALL

« 40SASF40

— MDISK 2D2 increased to 180 cylinders.
« 6VMDIR30

— Links changed from:

LINK MAINT 51D 51D MR * VMSES/E software inventory disk
LINK MAINT 5E5 5E5 RR % VMSES/E code

to:

LINK MAINT630 51D 51D MR * VMSES/E software inventory disk
LINK MAINT630 5E5 5E5 RR % VMSES/E code

* 6VMPTK30

— MDISK 29D (if used) increased to 016 cylinders.
— MDISK 2B2 (if used) increased to 012 cylinders.
« 6VMRAC30

— Added minidisk:
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MDISK 651 3390 2487 001 630RL1 MR READ WRITE MULTIPLE

* 6VMTCP30

— Removed links:

LINK DHCPD 191 265 MR
LINK LPSERVE 191 267 MR

[6.3] ACIGROUP Keyword of RACF GLBLDSK Macro Changed to ACIGRP

The ACIGROUP keyword on the RACF GLBLDSK macro has been changed to ACIGRP to allow the use of
Assembler XF. If you use the ACIGROUP keyword on the GLBLDSK macro you will need to change the
keyword to ACIGRP. The GLBLDSK macro can be used in the HCPRWA and HCPRWAC CP parts.

[6.3] Installation Changes

The following changes and enhancements have been made to the installation procedure:

- Starting with z/VM 6.3, a new installation technique called upgrade installation is introduced. In a
traditional installation, the new release is installed on a separate set of volumes, after which the users
and data from the current running system are migrated to the system running the new release. In an
upgrade installation, a new release system is installed as a second-level guest of the current release
system that you wish to upgrade. The new level of code from the guest system is then moved to your
current system with minimal impact to your current running system. This current running system can be
a non-SSI system, the only member of a single-member SSI cluster, or any member of a multimember
SSI cluster. In a multimember SSI cluster, you will upgrade one member at a time so that there is
minimum impact to the other members.

« An upgrade installation is performed using a two-stage approach, with two separate sets of changes
being defined and then made on you current system. The first set of changes, STAGE1, can be made
to your current system without disrupting your normal system operation. After the STAGEL changes are
made, you must back up your current system before moving on to the disruptive STAGE2 changes. To
perform the STAGE2 changes, you must stop all normal production work on your current system. In
an SSI cluster environment, you can relocate production Linux workloads from your current system to
other members of your cluster before performing STAGE?2 activities.

- Itis important to note that this procedure can only be used to upgrade from z/VM 6.2. If you wish to
migrate from z/VM V5.4 or 6.1, you must use the traditional installation method to install a z/VM 6.3
system and then follow the migration procedures as documented both in this book and in the z/VM:
Installation Guide, as necessary.

« Installation messages are contained in the new IUGMES repository rather than the HCPMES repository.
This means that as of z/VM 6.3, both existing and new installation messages have the IUG prefix.
[6.3] Relocation of Service-Level Production Status Table
The service-level production status table (prodid SRVPROD) has been moved from the system inventory
disk (MAINTvrm 51D) to the production inventory disk (PMAINT 41D).
[6.3] Service Enhancements

z/VM 6.3 includes the following service enhancements:

« The VMVFIEW EXEC has been updated to accommodate VMSES/E program-specific tracing output.

« Console data excluded from the SERVICE $CONS file by the SERVICE EXEC is spooled to the reader as a
file called SERVICE $CONXCLD.
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[6.3] SSI Cluster Cross-System Highest Release Level Program Handling

In an SSI cluster in which members have different levels of z/VM installed, certain programs that manage
shared resources, such as DIRECTXA and DISKMAP, are required to be at the highest release level that

is running in the cluster. These programs must be on all members in the cluster regardless of the release
level running on each member. Handling the highest release level program is accomplished by having a
common test/production build disk set, where programs that must be at the highest release level are
shipped and maintained. These disks are on the common volume and are owned by the PMAINT user

ID. When a z/VM release which supersedes all other releases running on the members in an SSI cluster
is installed on a member of the cluster, the z/VM installation processing places these programs from

the superseding release on the SSI system common disk, replacing all programs from the superseded
release.

[6.3] ZVM $PPF Override File Removed

The override product parameter file (PPF), ZVM $PPF, which contained overrides to the base $PPF file
for each component, has been removed. SERVP2P $PPF, which was introduced in z/VM V4.1, is the
IBM-supplied override product parameter file which contains overrides to the base $PPF file for each
component.

[6.3] New LINKRr Option for the VMFSETUP Command

A new option for the VMFSETUP command, LINKRr, resolves any links specified in the :DCL section of the
PPF using the CP LINK command, and acquires these disks with read-only status.

[6.4] Changes to Predefined User Directory Entries

Deleted User IDs

« DTCENS1 (IDENTITY)
DTCENS2 (IDENTITY)
VSMREQIM (IDENTITY)
VSMPROXY (IDENTITY)
XCAT (IDENTITY)
ZHCP (IDENTITY)
ZVMLXAPP (IDENTITY)

Added User IDs

« IDENTITY definitions:

DTCVSW3
Additional TCP/IP stack for a virtual switch controller.

DTCVSW4
Additional TCP/IP stack for a virtual switch controller.

OPNCLOUD
Cloud Manager Appliance (CMA) virtual machine, in which the xCAT Management Node (MN) server
and the ZHCP server run.

Replaced (Renamed) User IDs

« 6VMDIR30 changed to 6VMDIR40.
- 6VMHCD20 changed to 6VMHCD40
« 6VMPTK30 changed to 6VMPTK40.
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6VMRAC30 changed to 6VMRACA40.
6VMRSC30 changed to 6VMRSCA40.
6VMTCP30 changed to 6VMTCPA40.
MAINT630 changed to MAINT640.

Changed User Specifications
Note: Links to renamed user IDs have been updated to specify the new names.
- BLDSEG

— Added statement:

LINK MAINT640 5E6 5E6 RR

- CBDIODSP

— Storage changed to 2G 2G
- DATAMOVE

— MDISK 1AA increased to 20 cylinders (28800 blocks).
— MDISK 2AA increased to 20 cylinders (28800 blocks).
« DIRMAINT

— MDISK 1AA increased to 20 cylinders (28800 blocks).
— MDISK 2AA increased to 20 cylinders (28800 blocks).
« DIRMSAT

— MDISK 1AA increased to 20 cylinders (28800 blocks).
— MDISK 2AA increased to 20 cylinders (28800 blocks).
« DTCVSW1

— IDENTITY entry:

- Storage changed to 128M 256M.
- Added SHARE RELATIVE 3000 statement.
- DTCVSW2

— IDENTITY entry:

- Storage changed to 128M 256M.
- Added SHARE RELATIVE 3000 statement.
« IBMUSER

— Storage changed to 128M 2G.
« LOHCOST

— IDENTITY entry:

- Deleted OPTION DEVINFO DEVMAINT LNKNOPAS DIAG88 statement.
« MAINT

— SUBCONFIG entries:
- Added statement:

LINK MAINT640 5E6 5E6 RR

« MAINT640
— MDISK 3B2 decreased to 620 cylinders (892800 blocks).
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MPROUTE
— IDENTITY entry:

- Storage changed to 64M 256M
OPERATNS

— IDENTITY entry:

- Storage changed to 256M 512M.
OPNCLOUD

— IDENTITY entry:
- Added statement:

OPTION LNKNOPAS

PERFSVM
— IDENTITY entry:

- Storage changed to 512M 3G.
- Changed IPL CMS PARM AUTOCRto IPL ZCMS PARM AUTOCR.
— SUBCONFIG entries:

- Added statement:
COMMAND DEFINE STORAGE CONFIG 0.512M 2G.2G
- MDISK 201 increased to 40 cylinders (57600 blocks).
PERSMAPI
— IDENTITY entry:

- Changed IPL CMS PARM AUTOCRto IPL ZCMS PARM AUTOCR.
RACFSMF

— IDENTITY entry:
- Storage changed to 128M 2G.
— SUBCONFIG entries:

- Added statements:

LINK RACFVM 301 301 MR
LINK RACFVM 302 302 MR

TCPMAINT
— SUBCONFIG entries:

- MDISK 591 increased to 160 cylinders (230400 blocks).
- MDISK 592 increased to 240 cylinders (345600 blocks).
VMSERVP

— MDISK 305 increased to 500 cylinders (720000 blocks).
— MDISK 306 increased to 500 cylinders (720000 blocks).
— MDISK 307 increased to 500 cylinders (720000 blocks).
— MDISK 308 increased to 500 cylinders (720000 blocks).
— MDISK 309 increased to 500 cylinders (720000 blocks).
— MDISK 310 increased to 500 cylinders (720000 blocks).
— MDISK 311 increased to 500 cylinders (720000 blocks).
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« VSMGUARD
— IDENTITY entry:

- Deleted OPTION MAINTCCW DIAG88 statement.
— SUBCONFIG entries:

- Removed write and multiple-write passwords for MDISK A91.
- VSMWORK1

— IDENTITY entry:

- Deleted OPTION MAINTCCW statement.
— SUBCONFIG entries:

- Removed write and multiple-write passwords for MDISK A91.
« VSMWORK2

— IDENTITY entry:

- Deleted OPTION MAINTCCW statement.
— SUBCONFIG entries:

- Removed write and multiple-write passwords for MDISK A91.
« VSMWORK3

— IDENTITY entry:

- Deleted OPTION MAINTCCW statement.
— SUBCONFIG entries:

- Removed write and multiple-write passwords for MDISK A91.
« ZVMMAPLX

— IDENTITY entry:

- Changed password from MAINT to WD5JU8QP.
- 5684042]
— MDISK 2D2 increased to 40 cylinders (57600 blocks).
- 6VMDIR40
— MDISK 11F increased to 16 cylinders (23040 blocks)
— MDISK 41F decreased to 8 cylinders (11520 blocks)
« 6VMHCD40
— MDISK 2B2 increased to 200 cylinders (288000 blocks).
— MDISK 2D2 increased to 750 cylinders (1080000 blocks).
— MDISK 300 increased to 360 cylinders (518400 blocks).
« 6VMPTK40
— MDISK 200 increased to 20 cylinders (28800 blocks).
- 6VMTCP40

— Added links:

LINK DTCVSW3 191 269 MR
LINK DTCVSW4 191 26A MR

— Deleted links:

LINK DTCENS1 191 269 MR
LINK DTCENS2 191 26A MR
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— MDISK 491 increased to 80 cylinders (115200 blocks).
— MDISK 492 increased to 120 cylinders (172800 blocks).
— MDISK 2D2 increased to 500 cylinders (720000 blocks).

[6.4] Determine Installed Service

Enhancements to CP and VMSES/E enable you to determine if specific CP service is built into the CP
nucleus of a running system. The new CPSERVICE option on the CP QUERY command allows queries
based on APAR, PTF, or local modification identifiers.

The following CP monitor record has been added:
« Domain 1 Record 31 - MRMTRSRYV - Service Configuration Sample Record

For more information, see z/VM: CP Commands and Utilities Reference.

[6.4] Installation Changes
« Support is added for installation on the 3390 Model 27.
« If z/VMis installed to full pack minidisks, the minimum size is 3339 cylinders.
For more information, see:

« z/VM: Installation Guide.

[6.4] Enhanced Upgrade in Place

The z/VM upgrade in place process allows upgrading an existing system to a new release of z/VM

with minimal impact to the running system. The upgrade in place process has been extended to allow
upgrades from z/VM 6.2 or 6.3 to z/VM 6.4 and positions a system for upgrading to releases beyond z/VM
6.4. Upgrade in place is supported for a member of a z/VM SSI cluster as well as for a nonclustered z/VM
system.

For more information, see:

« z/VM: Installation Guide.

[6.4] 3590 and 3592 Tape Not Supported for the Installation of z/VM 6.4

z/VM 6.4 and the z/VM SDO Licensed Products are not available in 3590 or 3592 tape format. z/VM and
the z/VM SDO Licensed Products are available on DVD and through via electronic delivery. In addition,
z/VM service for all releases will no longer be orderable in 3590 or 3592 tape format.

For more information, see z/VM: Installation Guide.

[6.4] Improved upgrade installation planning information

The instructions for planning an upgrade installation and completing the installation worksheets have
been improved. For more information, see z/VM: Installation Guide.

[7.1] Installation and Migration Changes
Installation and migration changes for z/VM 7.1 include the following:
« The upgrade installation process allows you to upgrade from z/VM 6.4 to z/VM 7.1.

Upgrading to z/VM 7.1 from z/VM 6.2 or z/VM 6.3 is not supported.
« Installation of z/VM on 3390 Model 3 DASDs is no longer supported.

Storage devices supported for installation include:

— 3390 volumes with a minimum size of 10016 cylinders.
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— SCSI volumes with a minimum size of 6 GB.
« Kanji (KANJI) is no longer supported as a system default language.

Mixed-case American English (AMENG) and uppercase English (UCENG) are supported as system
default languages.

Instead of translated Kaniji files, the repositories and help files for KANJI are shipped containing
uppercase English files.

« OSA/SF is no longer shipped with z/VM.

« For non-SSI traditional installations, ownership information is no longer written on the M01S01 and
M01PO1 volumes.

For more information, see z/VM: Installation Guide.

[7.1] User Directory Modifications

In response to modern threat models and password policies in a modern enterprise, and in accordance
with guidelines offered by IBM for decades, the default user directory provided by IBM has been modified
to transition IBM-provided virtual machines to have a password of either AUTOONLY or LBYONLY:

AUTOONLY
The virtual machine can only be autologged and run disconnected. It cannot be logged on by a user at
a terminal.

LBYONLY
The virtual machine can be logged on only by a logon-by user listed on a LOGONBY statement in the
directory entry for that virtual machine. The logon-by user issues the LOGON BY command with the
logon-by user's own ID and password.

Additionally, a default logon-by virtual machine (IBMVM1) is provided to represent a person for logging on
to these system user IDs. IBM recommends that this virtual machine's name and password be changed,
and associated LOGONBY statements in the user directory be adjusted accordingly to match local security
policy.

This change is pertinent only to a fresh installation of z/VM 7.1. If any previous automation is transferred
to a fresh z/VM 7.1 system, be advised that LOGON requirements may have changed.

The following user IDs have a password of AUTOONLY.

DATAMOVE DATAMOV2 DATAMOV3 DATAMOV4 DIRMAINT
DIRMSAT DIRMSAT2 DIRMSAT3 DIRMSAT4 DTCSMAPI
GCS LOHCOST PERSMAPI SSLDCSSM VSMEVSRV
VSMGUARD VSMREQIN VSMREQIU VSMREQI6 VSMWORK1
VSMWORK2 VSMWORK3

The following user IDs have a password of LBYONLY.

CSMSERVE SSLO0001 SSLO0002 SSLO0003 SSLO0004
SSLO0005 SYSMON ZHPM AUDITOR AUTOLOG2
AVSVM BLDCMS BLDNUC BLDRACF BLDSEG
CMSBATCH DISKACNT DTCVSW1 DTCVSW2 DTCVSW3
DTCVSW4 EREP FTPSERVE GSKADMIN LDAPSRV
LGLOPR MAINT MONWRITE MPROUTE OPERATNS
OPERSYMP PERFSVM PORTMAP REXECD RSCS
RSCSAUTH RSCSDNS RXAGENT1 SMTP SNMPD
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SNMPQE SNMPSUBA SYSADMIN TCPIP TCPMAINT
TSAFVM UFTD VMNFS VMRMADMN VMRMSVM
VMSERVP VMSERVR VMSERVS VMSERVU VMUTIL
XCHANGE

The following user IDs have a password of NOLOG (a user cannot log on).

ADM BIN DAEMON DEFAULT NOBODY
PMAINT ROOT SYSMAINT SYS 7VMTCP10
SYSDUMP1 6VMLEN20

The following user IDs have a default password when the system is installed, which should be changed in
accordance with local security policy.

AUTOLOG1 CBDIODSP CSMWORK IBMUSER IBMVM1
MAINTCSM MAINT710 MIGMAINT OPERATOR OP1
RACFSMF RACFVM RACMAINT 56840427 7VMDIR10
7VMHCD10 7VMPTK10 7VMRAC10 7VMRSC10

For more information, see the default system information topic in z/VM: Installation Guide.

[7.1] Changes to Predefined User Directory Entries

Deleted User IDs

« CMS1 (USER)

« IMAP (IDENTITY)

- IMAPAUTH (IDENTITY)
« OPNCLOUD (IDENTITY)
« OSADMINZ (IDENTITY)
« OSADMIN2 (IDENTITY)
« OSADMIN3 (IDENTITY)
« OSAMAINT (IDENTITY)
« OSASF (IDENTITY)

« ZVMLXTS (IDENTITY)

« ZVMMAPLX (IDENTITY)
« 40SASF40 (USER)

Added User IDs

CSMSERVE (IDENTITY)
Infrastructure for a future deliverable

CSMWORK (USER)
Infrastructure for a future deliverable

IBMVM1 (USER)
See “[7.1] User Directory Modifications” on page 36.

MAINTCSM (USER)
Infrastructure for a future deliverable
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ZHPM (IDENTITY)
Infrastructure for a future deliverable

Replaced (Renamed) User IDs

- 6VMDIR40 changed to 7VMDIR10.
« 6VMHCD40 changed to 7VMHCD10.
« 6VMPTK40 changed to 7VMPTK10.
- 6VMRAC40 changed to 7VMRAC10.
« 6VMRSC40 changed to 7VMRSC10.
« 6VMTCP40 changed to 7VMTCP10.
- MAINT640 changed to MAINT710.

Changed User Specifications
Note: Links to renamed user IDs have been updated to specify the new names.
- CBDIODSP

— MDISK 400 increased to 720 cylinders.
« GSKADMIN

— IDENTITY entry:

- Added CRYPTO APVIRT.
« LDAPSRV

— IDENTITY entry:

- Added CRYPTO APVIRT.
« MAINT710

— Added 5BC minidisk.
« MONWRITE

— IDENTITY entry:

- Storage changed to 32M 64M.
« TCPSSLU

— PROFILE entry:
- Added CRYPTO APVIRT.
- 5684042]
— MDISK 2D2 increased to 60 cylinders.
- 7VMDIR10
— MDISK 2B1 increased to 15 cylinders.
— MDISK 2B2 increased to 20 cylinders.

[7.1] VMSES/E MIGRATE Command Support Withdrawn

The VMSES/E MIGRATE command and related commands, first supplied with z/VM V5.2, are no longer
provided or supported in z/VM 7.1. The upgrade installation process that was introduced with z/VM

6.3 can be used to upgrade supported z/VM levels to z/VM 7.1. The migration of customized data for
components, features, or products from z/VM levels prior to those supported by the upgrade installation
process for z/VM 7.1 now must be performed using locally developed procedures.

The following VMSES/E commands are no longer supported:
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« MIGCLEAN

« MIGLINK

« MIGRATE

« MIGSETUP

The following VMSES/E system software inventory file is no longer supported:
« prodid MIGDvrm (the migration disk tables)

Various CP, TCP/IP, and VMSES/E messages are updated or deleted.
For more information, see:

« z/VM: VMSES/E Introduction and Reference

« z/VM: Installation Guide

z/VM: Other Components Messages and Codes

z/VM: CP Messages and Codes

z/VM: TCP/IP Messages and Codes

[7.1 APAR] Query RSCS Service Level

With the PTF for APAR VM66174, RSCS provides a SERVICE operand on the QUERY SYSTEM command
to get information about the service level of each module in the running RSCS system. This eliminates
ambiguity on whether service was applied.

[7.2] Installation changes
Installation changes for z/VM 7.2 include the following:
- The upgrade installation process allows you to:

— Upgrade from z/VM 6.4 or 7.1 to z/VM 7.2.

— Reuse the work system that was created while upgrading the first member of a multi-member SSI
cluster to upgrade subsequent members.

« The packaging for installing z/VM from DVD is changed.
There is now a two-disc product package.
— The package for 3390 consists of the following:

DISC1
z/VM Product Package for installation on 3390

DISC 2
z/VM Product Package for installation on 3390

— The package for SCSI consists of the following:

DISC1
z/VM Product Package for installation on SCSI

DISC 2
z/VM Product Package for installation on SCSI

The z/VM installation RSU is included on Disc 2 of each package.

For more information, see z/VM: Installation Guide.

[7.2] Update to SERVICE command to report installed APARs and PTFs

The STATUS operand of the VMSES/E SERVICE command has been enhanced to allow reporting of all of
the APARs and PTFs installed for z/VM products and components that are included in your VM System
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Software Inventory table (VM SYSSUF). For more information about the SERVICE command, see the z/VM:
VMSES/E Introduction and Reference.

[7.2] z/VM Centralized Service Management for non-SSI environments

z/VM Centralized Service Management provides support to deploy service to multiple systems, regardless
of geographic location, from a centralized primary location that manages distinct levels of service for a
select group of traditional z/VM systems. One system is designated as a principal system and uses the
z/VM Shared File System (SFS) to manage service levels for a set of defined managed systems regardless
of their geographic location. The principal system builds service levels using the new service management
command, SERVMGR, and existing VMSES/E SERVICE commands. This centralized service process keeps
track of available service levels and manages the files needed to supply a customer-defined service level
to a managed system.

Attention: Before you initialize z/VM Centralized Service Management, the PTF for APAR VM66428
must be:

1. Installed on the principal system and all remote systems in your z/VM Centralized Service
Management environment

2. Applied to any customer-defined z/VM Centralized Service Management service level that is
based on the BASE z/VM Centralized Service Management service level (the service level that
incorporates the initial z/VM 720 RSU).

See the z/VM: Service Guide for more information.

[7.2] Product parameter file names

Table 2 on page 40 lists the base $PPF file for each z/VM component, facility, and optional feature and
indicates whether the file name has changed for z/VM 7.2.

Table 2. Base $PPF file names

Component, facility, or feature File ID Changed?
AVS 7VMAVS20 $PPF Yes
CMS 7VMCMS20 $PPF Yes
CP 7VMCPR20 $PPF Yes
DirMaint 7VMDIR20 $PPF Yes
Dump Viewing Facility 7VMDVF20 $PPF Yes
GCS 7VMGCS20 $PPF Yes
HCD/HCM 7VMHCD20 $PPF Yes
Language Environment 6VMLEN20 $PPF No
Performance Toolkit 7VMPTK20 $PPF Yes
RACF 7VMRAC20 $PPF Yes
REXX 7VMREX20 $PPF Yes
RSCS 7VMRSC20 $PPF Yes
TCP/IP 7VMTCP20 $PPF Yes
TSAF 7VMTSA20 $PPF Yes
VMSES/E 7VMSES20 $PPF Yes
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[7.2] Changes to predefined user directory entries

Replaced (renamed) user IDs

« MAINT710 changed to MAINT720
« 7VMDIR10 changed to 7VMDIR20
- 7VMHCD10 changed to 7VMHCD20
« 7VMPTK10 changed to 7VMPTK20
« 7VMRAC10 changed to 7VMRAC20
« 7VMRSC10 changed to 7VMRSC20
« 7VMTCP10 changed to 7VMTCP20

Added user IDs

None.

Deleted user IDs

None.

Changed User Specifications
« Added minidisks:

— MAINT720 222

— MAINTCSM 1190

— MAINTCSM 1890

— MAINTCSM 1590
- Added links:

— USER BLDNUC:

LINK MAINT 193 193 RR

LINK MAINTCSM 1190 1190 RR
LINK MAINTCSM 1890 1890 RR
LINK MAINTCSM 1590 1590 RR

« Changed link mode:
— USER BLDNUC:
Changed link mode from MW to MR:

LINK MAINT 490 190 MR
LINK MAINT 890 990 MR

— USER BLDRACF:
Changed link mode from MW to MR:

LINK RACMAINT 490 490 MR

- Disk size changes:

CBDIODSP 400: Changed from 720 to 940 cylinders.
GSKADMIN 191: Changed from 2 to 4 cylinders.
MAINT720 191: Changed from 175 to 200 cylinders.
MAINT720 5BC: Changed from 2200 to 3000 cylinders.
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— MAINT720 5E5: Changed from 18 to 40 cylinders.
— MAINT720 5E6: Changed from 9 to 20 cylinders.
— MAINT720 5B2: Changed from 75 to 125 cylinders.
— MAINT720 5D2: Changed from 30 to 50 cylinders.
— 7VMHCD20 2B2: Changed from 200 to 300 cylinders.
— 7VMHCD20 300: Changed from 360 to 470 cylinders.
« Removed the 401 (KANJI):
— IDENTITY MAINT: Deleted the 401 minidisk.
— Global: Deleted all links to the MAINT 401.
- Discontinuance of support for separately ordered EREP:
— USER MAINT720: Does not ship a 201 minidisk.
— IDENTITY MAINT: Deleted links to the 201.
— IDENTITY EREP:

Changed from this:

LINK MAINT 201 201 RR

to this:

LINK MAINT 193 201 RR

[7.3] Installation changes
Installation changes for z/VM 7.3 include the following:

« New with product installation, z/VM 7.3 provides the ability to select a default password when installing
or upgrading a z/VM system.

« The user directory shipped by IBM includes an ACCOUNT IBM statement for all guest definitions. For an
upgrade-in-place installation, new guest definitions that are added to the current user directory include
an ACCOUNT IBM statement, but existing guest definitions will remain unchanged.

- The upgrade installation process allows you to upgrade from z/VM 7.1 or 7.2 to z/VM 7.3.
« The GUICSLIB shared segment has been removed in z/VM 7.3.

For more information, see the z/VM: Installation Guide.

[7.3] z/VM Centralized Service Management enhancements
z/VM Centralized Service Management (z/VM CSM) includes the following usability enhancements:

« QUERY processing for service levels now allows queries that are specific to individual components in a
service level.

« Wildcard support is added to the SERVMGR SRVLVL QUERY command.

« The ability to query z/VM CSM managed systems for current PUT2PROD status is added.

- Additional details are provided when querying local modifications.

The following VMSES/E commands have been updated (in z/VM: VMSES/E Introduction and Reference):
« SERVMGR SRVLVL

« SERVMGR SYSTEM

For additional related z/VM 7.3 documentation updates, see:

« z/VM: Service Guide
« z/VM: Other Components Messages and Codes
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[7.3] Product parameter file names

Table 3 on page 43 lists the base $PPF file for each z/VM component, facility, and optional feature and
indicates whether the file name has changed for z/VM 7.3.

Table 3. Base $PPF file names

Component, facility, or feature File ID Changed?
AVS 7VMAVS30 $PPF Yes
CMS 7VMCMS30 $PPF Yes
CP 7VMCPR30 $PPF Yes
DirMaint 7VMDIR30 $PPF Yes
Dump Viewing Facility 7VMDVF30 $PPF Yes
GCS 7VMGCS30 $PPF Yes
HCD/HCM 7VMHCD30 $PPF Yes
Language Environment 7VMLEN30 $PPF Yes
Performance Toolkit 7VMPTK30 $PPF Yes
RACF 7VMRAC30 $PPF Yes
REXX 7VMREX30 $PPF Yes
RSCS 7VMRSC30 $PPF Yes
TCP/IP 7VMTCP30 $PPF Yes
TSAF 7VMTSA30 $PPF Yes
VMSES/E 7VMSES30 $PPF Yes

[7.3] Change in location and size of the MONDCSS and PERFOUT saved
segments

The default CP MONITOR MONDCSS saved segment starting virtual address has been changed to 1 GB
and the size has been increased to 96 MB. The IBM Performance Toolkit PERFOUT saved segment starting
virtual address has been changed to 1120 MB, immediately following the new MONDCSS. The reasons for

these changes include:

- Moving the segment starting locations addresses a problem with the Linux kdump configuration, which
failed in a virtual machine with 1 GB of virtual memory that had attached one or both current versions of

these segments.

« Increasing the size of the MONDCSS segment accommodates the increased volume of CP Monitor data
produced and provides room for its future growth.

These changes will not affect existing versions of these segments; they must be re-created for the new

defaults to take effect.

[7.3] Changes to predefined user directory entries

Replaced (renamed) user IDs

« MAINT720 changed to MAINT730
- 7VMDIR20 changed to 7VMDIR30
« 7VMHCD20 changed to 7VMHCD30
« 7VMPTK20 changed to 7VMPTK30
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7VMRAC20 changed to 7VMRAC30
7VMRSC20 changed to 7VMRSC30
7VMTCP20 changed to 7VMTCP30
6VMLEN20 changed to 7VMLEN30

Added user IDs
« PROFILE IBMSFS

Deleted user IDs

None.

Changed User Specifications
« Added minidisks:

MAINT 19B

- Link statements changed on new release userlIDs:

USER 7VMRSC30 changed LINK MAINT 51D 51D MR to LINK MAINT730 51D 51D MR
USER 7VMRSC30 changed LINK MAINT 5E5 5E5 MR to LINK MAINT730 5E5 5E5 MR
USER 7VMTCP30 changed LINK MAINT 51D 51D MR to LINK MAINT730 51D 51D MR
USER 7VMTCP30 changed LINK MAINT 5E5 5E5 MR to LINK MAINT730 5E5 5E5 MR
USER 7VMRAC30 changed LINK MAINT 51D 51D MR to LINK MAINT730 51D 51D MR
USER 7VMRAC30 changed LINK MAINT 5E5 5E5 MR to LINK MAINT730 5E5 5E5 MR
USER 7VMPTK30 changed LINK MAINT 51D 51D MR to LINK MAINT730 51D 51D MR
USER 7VMPTK30 changed LINK MAINT 5E5 5E5 MR to LINK MAINT730 5E5 5E5 MR
USER 7VMHCD30 changed LINK MAINT 51D 51D MR to LINK MAINT730 51D 51D MR
USER 7VMHCD30 changed LINK MAINT 5E5 5E5 MR to LINK MAINT730 5E5 5E5 MR
USER MAINT730 added LINK MAINT 19B 19B RR

USER 7VMLEN30 added LINK MAINT 19B 19B RR

« Link statements deleted:

VSMGUARD deleted LINK PMAINT CFO CFO MD
VSMGUARD deleted LINK PMAINT 551 551 RR
VSMGUARD deleted LINK TCPMAINT 591 591 RR

« Link statements added:

TCPSSLU added LINK MAINT 0990 0990 RR
MIGMAINT added LINK MAINT 193 193 RR
LDAPSRV added LINK MAINT 990 990 RR
MPROUTE added LINK MAINT 990 990 RR
GSKADMIN added LINK MAINT 990 990 RR
RACFSMF added LINK RACFVM 191 001 RRD
PERFSVM added LINK MAINT 990 990 RR
CBDIODSP added LINK MAINT 0990 0990 RR
PERSMAPI added LINK MAINT 990 990 RR
MAINTCSM added LINK MAINT 990 990 RR

« Changed link mode:
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RACFSMF changed LINK RACFVM 301 301 MR link mode from MR to MRD
RACFSMF changed LINK RACFVM 302 302 MR link mode from MR to MRD
RACMAINT changed LINK RACFVM 200 200 MR link mode from MR to MW
RACMAINT changed LINK RACFVM 300 300 MR link mode from MR to MW
IPL statements changed:

— PROFILE TCPCMSU changed IPL CMS to IPL 190

— PROFILE TCPSSLU changed IPL CMS PARM FILEPOOL VMSYS to IPL 990 PARM FILEPOOL VMSYS
— IDENTITY CBDIODSP changed IPL CMS to IPL ZCMS

— IDENTITY MPROUTE changed IPL ZCMS to IPL 990

— USER MAINTCSM changed IPL 190 PARM AUTOCR to IPL 990 PARM AUTOCR
— IDENTITY LDAPSRYV added IPL 990

— IDENTITY GSKADMIN added IPL ZCMS

Privilege classes changed:

— IDENTITY RACMAINT changed priv classes from ABCDEGH to ABCG

— IDENTITY RACFVM changed priv classes from ABCDEGH to ABCG

Virtual storage value changed:

— IDENTITY MIGMAINT changed v stor from 256M 1000M to 2G 2G

— USER MAINT730 changed vstor from 256M 1000M to 2G 2G

Option statement changed:

— IDENTITY VSMGUARD deleted OPTION LNKS LNKE

Disk sizes changed:

— DIRMAINT 155 changed from 12 to 20 cylinders

— DIRMSAT 155 changed from 9 to 20 cylinders

— DATAMOVE 155 changed from 9 to 20 cylinders

MDISK statement modes changed:

— RACFVM 200 MDISK mode changed from MW to MWV

— RACFVM 300 MDISK mode changed from MW to MWV

MDISK statement password changes

— MAINT 990: Changed read password from READ to ALL

— MAINT730 890: Changed read password from READ to ALL

MACH statements changed:

PROFILE TCPSSLU changed MACH XA to MACH Z

USER MAINTCSM changed MACH ESA to MACH XC

IDENTITY LDAPSRV added MACH Z

IDENTITY GSKADMIN added MACH Z

INCLUDE profile changed:

— IDENTITY VMSERVR changed INCLUDE IBMDFLT to INCLUDE IBMSFS

IDENTITY VMSERVR deleted CONSOLE 009 3215 T MAINT (it is in IBMSFS)
— IDENTITY VMSERVS changed INCLUDE IBMDFLT to INCLUDE IBMSFS

IDENTITY VMSERVS deleted CONSOLE 009 3215 T MAINT (it is in IBMSFS)
— IDENTITY VMSERVU changed INCLUDE IBMDFLT to INCLUDE IBMSFS

IDENTITY VMSERVU deleted CONSOLE 009 3215 T MAINT (it is in IBMSFS)
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— USER VMSERVP changed INCLUDE IBMDFLT to INCLUDE IBMSFS

USER VMSERVP deleted CONSOLE 009 3215 T MAINT (it is in IBMSFS)
« PASSWORD field changed:

— IDENTITY RACFSMF changed pw from WD5JU8QP to LBYONLY

IDENTITY RACFSMF added LOGONBY IBMVM1
— IDENTITY RACMAINT changed pw from WD5JU8QP to LBYONLY

IDENTITY RACMAINT added LOGONBY IBMVM1
« All users now have the ACCOUNT statement:

— ACCOUNT IBM

[7.4] Installation changes
Installation changes for z/VM 7.4 include the following:

« The upgrade installation process allows you to upgrade from z/VM 7.2 or 7.3 to z/VM 7.4.

e z/VVM 7.4 includes a sample EXEC — IMAGHASH — on the installation media. You can use this EXEC to
generate SHA256 hash values for a set of image files and compare those hash values with reference
values that are now included in supplied installation DVDHASH files.

« z/VM 7.4 requires that customers supply a default user directory password when a z/VM system is
installed or upgraded. Reliance on or use of an IBM-supplied default user ID password is no longer
possible.

« The option to install z/VM 7.4 from a Hardware Management Console CD / DVD-ROM (HMC DVD) drive
has been removed.

- Starting with z/VM 7.4, Preventive Service Planning (PSP) buckets will no longer be created for product
releases.

« The TCPIP user directory entry has been updated to IPL 990 (ZCMS).

« Installation support is added for the performance DATAPUMP user ID.

« A hash value has been added to the DVDIMAGE file for each file on each DVD/ZIP.

« The installation password for DIRMAINT has been updated from AUTOONLY to LOGONBY.

« The RLDSAVE option is no longer specified in the 7VMCPR40 PPF file for the build of the CPLOAD
module.

For more information, see the z/VM: Installation Guide.

[7.4] Product parameter file names

Table 4 on page 46 lists the base $PPF file for each z/VM component, facility, and optional feature and
indicates whether the file name has changed for z/VM 7.4.

Table 4. Base $PPF file names

Component, facility, or feature File ID Changed?
AVS 7VMAVS40 $PPF Yes
CMS 7VMCMS40 $PPF Yes
CP 7VMCPR40 $PPF Yes
DirMaint 7VMDIR40 $PPF Yes
Dump Viewing Facility 7VMDVF40 $PPF Yes
GCS 7VMGCS40 $PPF Yes
Language Environment 7VMLEN40 $PPF No

46 z/VM: 7.4 Migration Guide


https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpa2_v7r4.pdf#nameddest=hcpa2_v7r4

Installation, Migration, and Service

Table 4. Base $PPF file names (continued)

Component, facility, or feature File ID Changed?
Performance Toolkit 7VMPTKA40 $PPF Yes
RACF 7VMRAC40 $PPF Yes
REXX 7VMREX40 $PPF Yes
RSCS 7VMRSC40 $PPF Yes
TCP/IP 7VMTCP40 $PPF Yes
TSAF 7VMTSA40 $PPF Yes
VMSES/E 7VMSES40 $PPF Yes

[7.4] Changes to predefined user directory entries

Replaced (renamed) user IDs:

« MAINT730 changed to MAINT740
« 7VMDIR30 changed to 7VMDIR40
7VMPTK30 changed to 7VMPTK40
7VMRAC30 changed to 7VMRAC40
7VMRSC30 changed to 7VMRSC40
7VMTCP30 changed to 7VMTCP40

Added user IDs:

« IDENTITY DATAPUMP
« IDENTITY LWMBOSS
« IDENTITY LWMWORK
« USER KEYSTORE

For detailed information about these added identity and user entries, consult the CP directory supplied
with z/VM 7.4.

Deleted user IDs:

« IDENTITY EREP
+ USER 7VMHCD30

Changed user specifications:
« Added minidisks:

— KEYSTORE 191 (10 cylinders, 14400 blocks)

— LWMBOSS 191 (10 cylinders, 14400 blocks)

- LWMWORK 191 (10 cylinders, 14400 blocks)

— MAINT740 200 (added by USER MAINT740 to replace 7VMHCD30 300 minidisk)
- Deleted minidisks:

- 7VMHCD30 191

- 7VMHCD30 2A2

— 7VMHCD30 2A6
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7VMHCD30 2B2
7VMHCD30 2C2
7VMHCD30 2D2
7VMHCD30 29D
7VMHCD30 300 (replaced by MAINT740 200 minidisk)

« Disk size changes:
— MAINT740 194 — from 400 to 650 cylinders (from 576000 to 936000 blocks)
— MAINT740 2D2 — from 400 to 900 cylinders (from 576000 to 1296000 blocks)
— MAINT740 5C4 — from 5 to 25 cylinders (from 7200 to 36000 blocks)
e Other changes:
— IDENTITY PERSMAPI.
Virtual storage changed from 128M 512Mto 512M 3G
— IDENTITY TCPIP:

Added statements:

MACH Z
IPL 990

— PROFILE TCPCMSU:

Added statement: LINK MAINT 0990 0990 RR
— SUBCONFIG MAINT:

Added statement: LINK MAINT740 319 319 RR
— SUBCONFIG MIGMAINT:

Added statement: LINK MAINT 5E6 5E6 RR
— USER DIRMAINT:

Added: LOGONBY IBMVM1
Changed: AUTOONLY to LBYONLY

[7.4] Linear service

z/VM 7.4 introduces linear service to the product for components at the 740 function level. Corrective
service updates — in the form of fix packs, hot fixes, and hardware support — and new functions in feature
packs are released in service stream PTFs. The latest PTF identifies the requisites of all fixes and features
for a component up to that point. For more information about linear service, including schedules and the
types of APARs, see:

Introducing z/VM Linear Service (https://www.vm.ibm.com/service/linear.html)

This satisfies the z/VM Statements of Direction included in the IBM z16™ A02 and AGZ announcement and
the IBM LinuxONE LA2 and AGL announcement dated April 4, 2023.

[7.4] New format for service level

The product service level, as reported by z/VM components with a query service command, uses new
format ffxx:

« ffindicates the latest feature pack number.
« xx indicates the fix pack number for the latest feature pack.
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Hardware and Architecture

Support and exploitation of hardware and architectures, and
hypervisor efficiency and scalability

These topics describe z/VM support for, or exploitation of, new or enhanced hardware devices, facilities,
and architectures.

Notes:

1. Some hardware z/VM support or exploitation might depend on hardware level or availability. See the
sections on server support and device support in z/VM: General Information. For detailed information
on hardware capabilities and requirements, refer to the appropriate hardware announcements and
other hardware documentation.

2. This section also describes the z/VM simulation or emulation of certain hardware architectures and
facilities. Other simulations and emulations might be described under “Connectivity and networking

on page 107.
[6.1] Architecture Level Set

z/VM version 6 requires a new architecture level set (ALS) and supports only the IBM System z10
Enterprise Class (z10 EC) and z10 Business Class (z10 BC) and new generations of IBM Z servers, such

as the IBM zEnterprise® 196 (z196). Refer to the appropriate Preventive Service Planning (PSP) bucket for
the minimum microcode level (MCL) and any required updates:

« DEVICE2097 for the z10 EC
« DEVICE2098 for the z10 BC
« DEVICE2817 for the z196

”

Documentation has been removed for the following CP commands, which no longer have any function:

« DEFINE CRYPTO
DETACH CRYPTO
DISPLAY CDX
DUMP CDX

SET CRYPTO
STORE CDX

In the following CP interfaces, documentation has been removed for operands that no longer have any
function:

« RDEVICE (Special Devices) system configuration statement
« CPU user directory statement

« CRYPTO user directory statement

« QUERY CRYPTO command

« QUERY VIRTUAL CRYPTO command

« SET RDEVICE (Special Devices) command

Documentation has been removed for the following TCP/IP server configuration statements, which no
longer have any function:

« ATMARPSERVER statement

ATMLIS statement

ATMPVC statement

DEVICE and LINK statements for ATM devices

LINK statement for Token Ring Network or PC Network LCS
LINK statement for FDDI LCS
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« LINK statement for QDIOATM
« LINK statement for OSD Token Ring Network

In the following TCP/IP server configuration interfaces, documentation has been removed for operands
that no longer have any function:

« DEVICE statement for LCS devices
« TRANSLATE statement
« IFCONFIG command

In the following systems management APIs, some parameters no longer have any function:
- Image_CPU_Define_DM
« Image_CPU_Query_DM

In the following DirMaint commands, documentation has been removed for operands that no longer have
any function:

- CPU

« CRYPTO

« SETCPU

[6.1] IBM System Storage Support

z/VM 6.1 provides support for IBM Full Disk Encryption and Solid State Disk features of the IBM System
Storage® DS8000°. The QUERY DASD DETAILS command now indicates when a DASD volume is an
encrypted volume or when it is comprised of Solid State Drives.

With the PTF for APAR VM64657, DFSMS/VM provides services that enable a 21CS VSE" guest to manage
resources of the IBM Virtualization Engine for the TS7720 configured without a physical tape library.

[6.1] Worldwide Port Name Prediction Tool

A worldwide port name (WWPN) prediction tool is now available from IBM Resource Link® to assist

you with pre-planning of your Storage Area Network (SAN) environment prior to the installation of your
System z10 server. This stand alone tool is designed to allow you to set up your SAN in advance, so that
you can be up and running much faster once the server is installed. The tool assighs WWPNSs to each
virtual Fibre Channel Protocol (FCP) channel/port using the same WWPN assignment algorithms a system
uses when assigning WWPNs for channels utilizing N_Port Identifier Virtualization (NPIV).

With the PTF for APAR VM64579, the Hardware Configuration Definition (HCD) facility of z/VM provides
I/0 device information from the input/output definition file (IODF) for input into the WWPN prediction
tool. This PTF has been pre-applied to the HCD level that is included and preinstalled with z/VM 6.1.

For more information on setting up a SAN using the WWPN prediction tool, see the IBM Z Hardware
Announcement dated April 28, 2009.

[6.1] IBM zEnterprise 196

z/VM 6.1 includes support that enables guests to exploit selected new features provided by the IBM
zEnterprise 196 (z196) server. In addition, z/VM will recognize and report processing capability reduction
due to customer-initiated power-saving mode or an autonomic response to environmental conditions and
will reflect the change and its cause in monitor and accounting data streams. Supporting guests will also
be notified of capability changes.

Note: The TRACE MC command will not provide output when the Enhanced-Monitor Facility is used and a
monitor-event-counting operation is performed.

The following CP functions have been updated for this support:

« QUERY CAPABILITY command response includes information about machine capacity changes.
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« Accounting record format for CPU capability (Record Type D) includes new fields.
 Monitor records include new fields:
— Domain 0 (System) Record 19 - MRSYTSYG - Primary and Secondary CPU Capability (global):
- Nominal CPU capability in the configuration
— Domain 1 (Monitor) Record 4 - MRMTRSYS - System Configuration Data:
- Capacity-Change Reason
- Capacity-Adjustment Indication
— Domain 1 (Monitor) Record 18 - MRMTRCCC - CPU Capability Change:
- Nominal CPU capability in the configuration
- Capacity-Change Reason
- Capacity-Adjustment Indication

Guest support for the following z196 facilities is available transparently without any changes required.
Trace, DISPLAY I, and VMDUMPTL INSTR support is not provided for these facilities.

- Floating-Point Extension Facility
« New general instructions

Fast-BCR-Serialization Facility
CMPSC Enhancement Facility
« Non-quiescing Key-Setting Facility

Message-Security-Assist Extension 4

[6.1] Crypto Express3

z/VM 6.1 provides guest support for the new Crypto Express3 feature for the IBM System z10 and the
IBM zEnterprise 196. The Crypto Express3 adapter, like the Crypto Express2, can be defined as either

a coprocessor or as an accelerator and supports both encrypted key and clear key applications. The
z/VM support is compatible with the guest support provided for the Crypto Express2 feature. In addition
to the guest compatibility support, the QUERY CRYPTO APQS command has been enhanced to provide
information about active users who have virtual crypto queues defined for sharing.

Responses for the following CP commands have been updated to include new AP types:

« QUERY CRYPTO
* QUERY VIRTUAL CRYPTO

The following CP monitor record has been updated to include the new types 8 and 9 when Crypto
Express3 cards are installed:

« Domain 5 Record 10 - MRPRCAPM - Crypto Performance Measurement Data

[6.1] Dynamic Emulated Device Path Control

z/VM 6.1 provides the ability to add and remove paths from an emulated device (representing a real SCSI
device) while the device is online and possibly in use. This is especially useful for making configuration
changes for z/VM system volumes that cannot be varied offline while z/VM is running.

[6.1] HyperSwap Improvements

z/VM 6.1 provides finer control over z/VM's missing-interrupt automatic quiesce trigger. This support is
enabled with new INCLUDE and EXCLUDE options on the HYPERSWAP command. For example, devices
can be excluded from the trigger, or the trigger for a device can be made a multiple of the current z/VM

MITIME setting.
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[6.1] IBM Extended Address Volumes Support

The Extended Address Volumes (EAV) function on the IBM DS8000 adds support for ECKD volumes up to
262,668 cylinders. z/VM 6.1 provides support for ECKD volumes up to 262,688 cylinders for:

- Devices dedicated to guests

« Fullpack minidisks for guests that support EAV
- DDR

- FlashCopy® SE

CMS is enhanced to support volumes up to 65,520 ECKD cylinders for its own use, or about 45 GB of data.
CP continues to support volumes up to 65,520 cylinders for its own use. The maximum size for FBA SCSI
disks supported for use by CMS or GCS remains at 381 GB. IBM suggests that customers defining ECKD
disks for use by CMS should set a practical limit of about 22 GB. If larger disks are defined, they should be
limited to contain very few files, or the CMS file system might not be able to obtain enough virtual storage
below 16 MB to format or access those disks. For more information, see the ACCESS command in z/VM:
CMS Commands and Utilities Reference.

[6.1] IBM XIV Storage Systems Direct Attachment Support

z/VM 6.1 supports the direct attachment of IBM XIV® Storage Systems for system use (such as paging,
spooling, and IPL). This support eliminates the need for z/VM to access XIV devices through the IBM SAN
Volume Controller (SVC) and provides the ability to define system and guest volumes as emulated devices
on XIV devices.

The following CP functions have been updated:

- EDEVICE system configuration statement
« SET EDEVICE command

[6.1] Protected Key CPACF Support

z/VM 6.1 provides support to enable guest virtual machines to use the new encrypted key functions of the
CP Assist for Cryptographic Function (CPACF) available on the IBM System z10 and IBM zEnterprise 196.

[6.1] OSX and OSM Channel Path Identifiers

z/VM 6.1 supports two new channel path ID (CHPID) types that have been added to support the private
networks that interconnect the parts of the IBM zEnterprise System. These new CHPID types are based
on the existing OSA-Express Direct (OSD) Ethernet CHPID:

« CHPID type OSX provides connectivity between the z196 and the intraensemble data network (IEDN)
for application workloads.

« CHPID type OSM provides connectivity between the z196 and the intranode management network
(INMN) for management related functions.

The following CP commands have been updated for this support:
- DEFINE

« DEFINE CHPID / PATH

- DEFINE CU

« QUERY CHPID

« QUERY FCP

- QUERY OSA

- VARY

The following CP monitor records have been updated for this support:
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« Monitor Record Domain 0, Record 20 - Extended Channel Measurement Data supports new values for
the OSX and OSM CHPIDs.

« Monitor Record Domain 1, Record 4 - System Configuration Data added a new field
(MTRSYS_SYSENSBL) to indicate whether the system is in an ensemble.

The following dynamic I/O return codes have been modified for this support:

 Return code X'0119' - Adding a Channel Path
 Return code X'0105' - Adding an I/O Device

[6.1] XRC Time Stamping Support

z/VM exploits the Server Time Protocol (STP) facility to generate time stamps for guest and system DASD
write I/O operations, allowing these I/O operations to be synchronized with those of other systems. This

support allows data used by z/VM and its guests to be replicated asynchronously over long distances by

IBM System Storage z/0S°® Global Mirror (formerly known as Extended Remote Copy, or XRC).

The following CP command has been added:
« QUERY STP
The following CP commands have been updated:

« QUERY TIMEZONES
« SET TIMEZONE

[6.2] IBM zEnterprise 196 (Enhanced) and IBM zEnterprise 114

z/VM 6.2 supports the IBM zEnterprise 196 (z196) and the IBM zEnterprise 114 (z114) and enables
guests to exploit selected new features.

System topology information (Store System Information (STSI) instruction 15.1.x) for the z196 and z114
(and the z10) is collected in the CP monitor records. If the STSI 15.1.x support is available (not available
on second-level systems), a configuration monitor record is used to collect the initial system topology and
an event monitor record is cut whenever periodic polling by CP sees the system topology as changed.

CP will also include the first 180 bytes of the Basic-machine configuration (STSI 1.1.1), which includes
the hardware model number, in a configuration monitor record (D1R4) and an event monitor record
(D1R18).

2196 and z114 Driver D93 provides a new physical-system-management time (SysMgmtime) value, which
CP will provide in a monitor record (DOR17).

The following CP monitor records have been added:

« Domain 1 Record 26 - MRMTRTOP - System Topology Configuration
« Domain 5 Record 14 - MRPRCTOP - System Topology

The following CP monitor records have been updated:

« Domain 0 Record 17 - MRSYTCUM - Physical CPU Utilization Data for LPAR Management
« Domain 1 Record 4 - MRMTRSYS - System Configuration Data
« Domain 1 Record 18 - MRMTRCCC - CPU Capability Change

[6.2] ACCOUNT Utility Enhancement

The ACCOUNT utility has been enhanced with a new CPUCAP option that can create a CPU capability
record based on CPU capability type 0D accounting records.
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[6.2] CPU-Measurement Counter Facility Host Support

CP can collect counter data generated by the CPU-Measurement Counter Facility and include the
counter data in the CP MONITOR data stream. Support for the CPU-Measurement Sampling Facility and
virtualization of the CPU-Measurement Facility interfaces for guest use are not provided.

The MONITOR SAMPLE ENABLE PROCESSOR command is used to enable collection of CPU-Measurement
Facility counter data. If the logical partition is authorized for the basic counter set and collection is
enabled, whichever basic, problem-state, crypto-activity, or extended counter sets that are authorized
are enabled and activated when MONITOR START is issued. When a monitor sample is collected, the
counters will be extracted on each processor and recorded in a new Processor domain monitor record
(Domain 5 Record 13). There are also updates to Domain 1 Record 14. If you do not want to collect CPU-
Measurement Facility counter data, use MONITOR SAMPLE DISABLE PROCESSOR CPUMFC to disable it,
or unauthorize basic counters in the partition's activation profile.

Counters can also be enabled (through MONITOR SAMPLE ENABLE) or disabled (through MONITOR
SAMPLE DISABLE) while the monitor is active. Additionally, authorization for counter sets can be changed
dynamically. z/VM recognizes and responds to these dynamic authorization changes.

When a processor is brought online by VARY PROCESSOR, its counters are enabled and activated if
collection is enabled.

[6.2] Crypto Terminology Change

Crypto terminology in z/VM has changed to eliminate confusion over the use of the terms "queue" and
"domain". Previously, both terms were used to refer to the same component of a crypto device. The
responses for the QUERY CRYPTO and QUERY VIRTUAL CRYPTO commands that include the term "queue"
have been changed to use the term "domain".

A new DOMAIN operand will be supported on the QUERY CRYPTO command. The existing APQS operand
will continue to be supported as a synonym for domain to ease compatibility.

The response to QUERY CRYPTO DOMAIN (formerly QUERY CRYPTO APQS) now reports the hardware
status, z/VM's use of the device, and the planned use of the device more clearly.

[6.2] Cryptographic Coprocessor Facility (CCF) Support Removed

The IBM Z servers supported by z/VM provide the following cryptographic hardware features: CP Assist
for Cryptographic Function (CPACF), Crypto Express2 feature, and Crypto Express3 feature. Because
the old Cryptographic Coprocessor Facility (CCF) and its predecessors are no longer available on these
processors, CP support for old cryptographic hardware has been removed.

The following monitor records are no longer available:

« Domain 5 Record 6 - MRPRCCFN - Vary On Crypto Facility Event Data
« Domain 5 Record 7 - MRPRCCFF - Vary Off Crypto Facility Event Data

[6.2] Dynamic Discovery of FCP Disks

Dynamic discovery of FCP disks formalizes the SCSIDISC sample utility to be a fully supported z/VM tool.
SCSIDISC provides CMS users with the ability to recognize any worldwide port numbers (WWPNs) and
associated logical unit numbers (LUNs) accessible from some specified FCP subchannel. The use of this
DASD in both emulated devices and directly attached FCP devices requires specific knowledge of the
storage area networking topology. The SCSIDISC utility provides a means to analyze this topology with no
prior knowledge of it.

The SCSIDISC utility has been added for this support.
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The Inter-System Facility for Communications (ISFC) SSI infrastructure provides tools that will be used
for cross-system communication. This enhances the ISFC subsystem to improve the transport mechanism
and provide convenient interfaces for exploitation by other subsystems with the CP nucleus.

The following command has been added for this support:
« QUERY ISFC

The following commands have been updated for this support:
« ACTIVATE ISLINK

DEACTIVE CONV

DEACTIVE ISLINK

MONITOR EVENT

MONITOR SAMPLE

QUERY COLLECT

« QUERY ISLINK

« QUERY MONITOR

« SET CPTRACE

[6.2] Real Device Mapping

Real device mapping provides a means of identifying a device either by a customer-generated equivalency
ID (EQID) or by a CP-generated EQID. This mapping is used to ensure virtual machines relocated by live
guest relocation continue to use the same or equivalent devices following a relocation.

The following CP command has been added for this support:
 QUERY EQID

The following CP commands have been updated for this support:

« ATTACH

- DETACH

« QUERY EDEVICE

« QUERY (Real Device)

« SET EDEVICE

« SET RDEVICE (Advanced Function Printers)
« SET RDEVICE (Card Punches)

« SET RDEVICE (Card Readers

« SET RDEVICE (Clear)

« SET RDEVICE (Communication Controllers)
« SET RDEVICE (DASD)

« SET RDEVICE (Graphic Display Devices)

« SET RDEVICE (Impact Printers)

« SET RDEVICE (Integrated Communication Adapters)
« SET RDEVICE (Special Devices)

« SET RDEVICE (Tape Units)

« SET RDEVICE (Terminals)

« SET RDEVICE (Unsupported Devices)

« SET RDEVICE (3800 Printers)
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« VARY (Real Device)
The following CP configuration statements have been updated for this support:

- EDEVICE Statement

« RDEVICE Statement (Advanced Function Printers)
« RDEVICE Statement (Card Punches)

« RDEVICE Statement (Card Readers)

« RDEVICE Statement (Communication Controllers)
« RDEVICE Statement (DASD)

« RDEVICE Statement (Graphic Display Devices)

- RDEVICE Statement (Impact Printers)

« RDEVICE Statement (Special Devices)

« RDEVICE Statement (Tape Units)

« RDEVICE Statement (Terminals)

« RDEVICE Statement (Unsupported Devices)

« RDEVICE Statement (3800 Printers)

The following CP monitor records have been updated to add the device EQID:

« Domain 1 Record 6 - MRMTRDEV - Device Configuration Data
« Domain 6 Record 1 - MRIODVON - Vary On Device - Event Data

[6.2] Shared Disk Enhancements

The shared disk enhancements improve the support for sharing real DASD among z/VM images and
simplifies the management of minidisk links and minidisk cache for minidisks shared by multiple images.

The following commands have been updated for this support:
- ATTACH

« CPACCESS

« DEFINE (General)
- DEFINE CPOWNED
« LINK

« QUERY CPOWNED
* QUERY LINKS

« QUERY MDCACHE
« QUERY MDISK

- QUERY SYSTEM

« RESET

« SET MDCACHE

« SET WRKALLEG

The following utility has been updated for this support:
« CPFMTXA
The following statements have been updated for this support:

« CP_OWNED configuration statement
« DASDOPT directory statement
« LINK directory statement
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« MDISK directory statement
- REDEVICE configuration statement (DASD)

The following monitor records have been added:
« Domain 6 (I/0) Record 31 - MRIODMDE - Minidisk Activity

— This record was added to indicate when the minidisk cache (MDC) setting has been changed
automatically by CP.

« Domain 11 (SSI) Record 6 - MRSSIXLK - XDISK Serialization Sample

— This record was added to indicate usage information for XDISK cross system serialization routines.
« Domain 11 (SSI) Record 7 - MRSSIXDI - XDISK Activity

— This record was added to provide information about XDISK activity.
The following monitor records have been updated:

Domain 0 Record 14 - MRSYTXSG - Expanded Storage Data (global)

— SYTXSG_TCMCPURG - This field accumulates the number of times cache is purged due to a write link
obtained in the SSI environment.

Domain 4 Record 2 - MRUSELOF - User Logoff Data - Event Record
The following fields contain LINK, DETACH and WRKALLEG usage information in an SSI environment:
— USELOF_VMDLKTOT

— USELOF_VMDLKPLX

— USELOF_VMDLKTOD

— USELOF_VMDDTTOT

— USELOF_VMDDTPLX

— USELOF_VMDDTTOD

— USELOF_VMDWKTOT

— USELOF_VMDWKPLX

— USELOF_VMDWKTOD

« Domain 4 Record 3 - MRUSEACT - User Activity Data

The following fields contain LINK, DETACH and WRKALLEG usage information in an SSI environment:
— USEACT_VMDLKTOT

— USEACT_VMDLKPLX

— USEACT_VMDLKTOD

— USEACT_VMDDTTOT

— USEACT_VMDDTPLX

— USEACT_VMDDTTOD

— USEACT_VMDWKTOT

— USEACT_VMDWKPLX

— USEACT_VMDWKTOD

[6.2] FICON Express8S and OSA-Express4S

IBM has introduced a new I/O drawer and new form factor I/0 cards for the z196 and z114 to support

a direct Peripheral Component Interconnect Express Generation 2 (PCIe Gen2) infrastructure with
increased capacity, granularity, and infrastructure bandwidth, as well as increased reliability, availability,
and serviceability. z/VM 6.2 supports the following features:

 For the FICON/zHPF/FCP storage area network:
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FICON® Express8S for single mode fiber (LX) and multimode fiber (SX) environments, with two channels
per feature and two channel path identifiers (CHPIDs).

« For the 10 Gigabit Ethernet and Gigabit Ethernet local area network:

OSA-Express4S for single mode fiber (LX, LR) and multimode fiber (SX, LR) environments. The 10 GbE
features have one port per feature and one CHPID. The GbE features have two ports per feature and one
CHPID shared by the two ports.

[6.2] Support for Gen 4 IBM System Storage TS1140 Tape Drive (3592 Model
EQ7)

z/VM supports the Gen 4 IBM System Storage TS1140 Tape Drive (machine type 3592, model EQ7).

The following CP commands have been updated:

« QUERY TAPES
« QUERY (Virtual Device)

In addition, DIAGNOSE code X'210' has been updated to support a new VRDCUNDV value for the 3592
EQ7. For more information, see z/VM: CP Programming Services.

[6.2] Guest Support for High Performance FICON for IBM Z

With the PTF for APAR VM65041, z/VM 6.2 provides guest support for High Performance FICON for IBM
Z (zZHPF). zHPF is a performance and reliability, availability, and serviceability (RAS) enhancement of the
z/Architecture and the FICON channel architecture implemented in the zEnterprise 196, zEnterprise 114,
and System z10° servers, and the System Storage DS8000 series.

Exploitation of zHPF by the FICON channel, the operating system, and the control unit is designed to help
reduce the FICON channel overhead. When both the FICON channel and the control unit indicate support
for zHPF, transport mode I/O (multiple commands per frame) is supported in addition to command mode
I/0 (one command per frame). The FICON Express8S, FICON Express8, FICON Express4, and FICON
Express2 features support transport mode, and these features support the FICON architecture, FICON
channel-to-channel (CTC), and the zHPF architecture simultaneously.

Use of zHPF requires the function to be installed on the machine (processor complex and channels) and
the storage controller, and requires support in z/VM and the exploiting guest. For information about the
specific hardware requirements for zHPF support, see z/VM: General Information.

The following CP commands have been updated with new and changed responses:
« QUERY CHPID

« QUERY MDCACHE

* QUERY PATHS

« TRACEIO

- TRSOURCE

« VARY PATH

The following CP monitor record has been added for this support:
« Domain 6 Record 32 - MRIODHPF - zHPF Feature Change
The following CP monitor records have been updated for this support:

« Domain 0 Record 19 - MRSYTSYG - System Data

- Domain 0 Record 20 - MRSYTEPM - Extended Channel Path Measurement Data
« Domain 1 Record 4 - MRMTRSYS - System Configuration Data

« Domain 6 Record 3 - MRIODDEYV - Device Activity
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With the PTF for APAR VM65044, the z/VM 6.2 Performance Toolkit feature recognizes the new monitor
record for High Performance FICON.

[6.3] IBM zEnterprise EC12 and IBM zEnterprise BC12

z/VM supports the IBM zEnterprise EC12 (zEC12) and the IBM zEnterprise BC12 (zBC12) and enables
guests to exploit selected new features.

z/VM support for the zEC12 and zBC12 includes support for:
« Local-TLB-Clearing Facility

The Local-TLB-Clearing Facility provides guests running on z/VM the ability to use the IPTE or IDTE
instructions with the Local-Clearing Control (LC) bit on. Guests that are able to meet the architecture
requirements and change their IPTE/IDTE instructions might see performance improvements.

« Crypto Express4S

z/VM provides guest support for the Crypto Express4sS feature, which is exclusive to the zEC12 and
zBC12, for z/Architecture guests.

The Crypto Express4S can be configured in one of three ways using the Hardware Management Console
(HMC) panels:

— 2877 IBM Common Cryptographic Architecture (CCA) coprocessor
— 2878 IBM Enterprise Public-Key Cryptography Standards (PKCS) #11 (EP11) coprocessor
— 2879 Accelerator

The new EP11 coprocessor is designed to provide open industry standard cryptographic services. It
provides enhanced firmware capabilities that are designed to meet the rigorous FIPS 140-2 Level 4 and
Common Criteria EAL 4+ certifications.

EP11 provides enhanced security qualities when using PKCS #11 functions. EP11 supports secure
PKCS #11 keys that never leave the secure boundary of the coprocessor unencrypted. With EP11, keys
can now be generated and securely wrapped under the EP11 Master Key, all within the bounds of the
COProcessor.

z/Architecture guests can be authorized in the z/VM directory for shared or dedicated access to the
Crypto Express4S. When Crypto Express4S is configured as an accelerator or a CCA coprocessor, z/VM
supports the device for shared or dedicated use. When Crypto Express4S is configured as an EP11
coprocessor, z/VM supports the device for dedicated use only.

« CPU-Measurement Counter Facility enhancement

The CPU-Measurement Counter Facility has been expanded. Code was added to z/VM to support
current variations of the new version numbers when collecting the counters and when putting them into
the monitor record (Domain 5 Record 13).

« New subchannel measurement block fields

The Interrupt-Delay Time and I/O-Priority-Delay Time fields have been added to the subchannel
measurement block.

« OSA-Express5S

OSA-Express5S is the next generation of devices in the OSA family, and is exclusive to the zEC12 and
zBC12. It contains a technology update compared with the OSA-Express4S, with similar performance
characteristics.

The following CP commands have been updated for this support:

* QUERY CRYPTO
* QUERY VIRTUAL CRYPTO

The following CP monitor records have been updated:

« Domain 5 Record 10 - MRPRCAPM - Crypto Performance Measurement Data
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« Domain 5 Record 13 - MRPRCMFC - CPU-Measurement Facility Counters
« Domain 6 Record 3 - MRIODDEYV - Device Activity
« Domain 6 Record 14 - MRIODMOF - Set subchannel measurement off - Event

The TCP/IP NETSTAT OSAINFO command has been updated to display information for the OSA-
Express5S.

[6.3] Fibre Channel Protocol Data Router Support

z/VM FCP QEBSM support has been updated to support guest exploitation of the Data Router facility for
direct memory access between an FCP device SCSI interface card and real memory.

The QUERY VIRTUAL FCP command has been updated for this support.
The following CP monitor record has been updated:
« Domain 1 Record 19 - MRMTRQDC - QDIO Device Configuration Record

[6.3] FICON DS8000 Series New Functions
z/VM supports the following functions on IBM System Storage DS8700 and later devices:

« Storage Controller Health Message

This new attention message will be generated from the hardware, one per corresponding Logical
Storage System (LSS), to alert the operating system of a condition that in the past would have surfaced
as a general Equipment Check. This message will give more details and is intended to reduce the
number of false HyperSwap® events that have occurred with the less descriptive Equipment Check.

« Peer-to-Peer Remote Copy (PPRC) Summary Unit Check

When a PPRC suspend condition existed in the past, a corresponding state change interrupt would be
presented to each affected DASD in the LSS. When there are a large number of DASD involved, the
amount of processing, time, and memory needed by the operating system to process each state change
interrupt can accumulate. For customers with large numbers of DASD, this state change processing can
cause timeouts to occur in Geographically Dispersed Parallel Sysplex® (GDPS®) HyperSwap scenarios,
because a PPRC suspend occurs on every DASD under HyperSwap control. To prevent these timeouts, a
new Summary Unit Check has been created that gives only one interrupt per affected LSS.

This support is intended to reduce the amount of false HyperSwap events by GDPS and reduce the
amount of processing required to handle PPRC suspend events, which previously came via state change
interrupts. This is particularly useful for customers with large sets of DASD under GDPS PPRC control.

The following CP functions have been updated:

« CU system configuration statement
« QUERY CU command
« QUERY HYPERSWAP command

[6.3] HiperSocket Completion Queue Guest Exploitation Support

z/VM provides guest support for asynchronous HiperSockets data transmission provided by completion
gueues when deploying a HiperSockets network in a virtualized environment. Completion queues perform
requests asynchronously to improve performance for peak workload intervals. IBM is working with its
Linux distribution partners to include support in future Linux for IBM Z distribution releases.

The following CP monitor records have been updated:

« Domain 0 Record 20 - MRSYTEPM - Extended Channel Path Measurement Data (per channel)
Domain 1 Record 19 - MRMTRQDC - QDIO Device Configuration

Domain 6 Record 25 - MRIODQDA - QDIO Device Activation Event

Domain 6 Record 26 - MRIODQDS - QDIO Device Activity Sample
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« Domain 6 Record 27 - MRIODQDD - QDIO Device Deactivation Event

[6.3] Multiple Subchannel Set Support for Mirrored DASD

The multiple subchannel set support for mirrored DASD provides a subset of host support for the Multiple
Subchannel Set (MSS) facility to allow using an alternate subchannel set for Peer-to-Peer Remote Copy
(PPRC) secondary volumes.

The following CP command has been added for this support:
« QUERY MSS

The following CP commands have been updated for this support:
« HYPERSWAP

« QUERY DASD

« QUERY HYPERSWAP

QUERY PATHS

SET IPLPARMS

SHUTDOWN

VARY PATH

VARY (Real Device)

VARY SUBCHANNEL

The following CP utility has been updated for this support:
« SALIPL

The Stand-Alone Program Loader (SAPL) provides an expanded field on its main panel where a 5-digit
device number for the minidisk on which the CP nucleus resides is displayed and can be specified. For
more information about SAPL, see z/VM: System Operation.

You should not use the Stand-Alone Program Loader Creation Utility (SALIPL) to install SAPL if you specify
the DEVICE option on the SALIPL utility because you will lose the information from any DEVICE option
that you specified using SALIPL. For this function, you must use the SALIPL utility under CMS.

Different values will now appear in monitor record fields for devices in subchannel sets other than zero.

The following monitor records all use RDEVSID to set the subchannel ID values that they contain. With
MSS support, the first halfword of this value does not have to be X'0001' because other subchannel sets
can be used:

Domain 1 (Monitor)

« Record 6 - MTRDEV - Device Configuration Data
« Record 8 - MTRPAG - Paging Configuration Data

Domain 2 (Scheduler)

« Record 1 - SCLRDB - Begin Read
« Record 2 - SCLRDC - Read Complete
» Record 3 - SCLWRR - Write Response

Domain 3 (Storage)

« Record 4 - STOASP - Auxiliary Storage Management (per exposure)
« Record 7 - STOATC - Page/Spool Area of a CP Volume
« Record 11 - STOASS - Auxiliary Shared Storage Management (per explosure)

Domain 6 (I/0)
« Record 1 - IODVON - Vary Device On
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» Record 2 - IODVOF - Vary Device Off

« Record 3 - IODDEV - Device Activity

« Record 4 - IODCAD - Cache Activity Data

« Record 5 - IODATD - Attach Device

« Record 6 - IODDTD - Detach Device

« Record 7 - IODENB - Enable Terminal

» Record 8 - IODDSB - Disable Terminal

« Record 9 - IODATS - Attach Shared Device

« Record 11 - IODSON - Vary On Subchannel

» Record 12 - IODSOF - Vary Off Subchannel

« Record 13 - IODMON - Set Subchannel Measurement On
« Record 14 - IODMOF - Set Subchannel measurement Off
« Record 15 - IODDDV - Delete Device

« Record 16 - IODMDV - Modify Device

« Record 18 - IODTON - Set Throttle On

« Record 19 - IODTOF - Set Throttle Off

« Record 20 - IODSTC - State Change

« Record 21 - IODVSW - Virtual Switch Activity

Domain 7 (Seek)
« Record 1 - SEKSEK - Seek Data

[6.3] z/VM HiperDispatch

z/VM HiperDispatch is intended to improve efficiency in the use of CPU resources. This enhancement can
help to improve performance and allow you to get more business value from your existing IBM Z servers,
perhaps by consolidating z/VM workloads into fewer (larger) z/VM LPARs.

HiperDispatch improves CPU efficiency by causing the Control Program to run work in a manner that
recognizes and exploits IBM Z machine topology to increase the effectiveness of physical machine
memory cache. This includes:

- Requesting the LPAR hypervisor to handle the partition's logical processors in a manner that exploits
physical machine topology

- Dispatching virtual servers in a manner that tends to reduce their movement within the partition's
topology

- Dispatching multiprocessor virtual servers in a manner that tends to keep the server's virtual CPUs
logically close to one another within the partition's topology

HiperDispatch can also improve CPU efficiency by automatically tuning the LPAR's use of its logical CPUs
to try to reduce multiprocessor effects. This includes:

« Sensing and forecasting key indicators of workload intensity and of elevated multiprocessor effect

« Autonomically tuning the z/VM system to reduce multiprocessor effect when it is determined that
HiperDispatch can help to improve CPU efficiency

The supported processors limit for z/VM 6.3 remains 32, but with improved multiprocessor efficiency.
Externals for HiperDispatch support include:
« Changes to the following CP commands:

— DEDICATE
— INDICATE LOAD
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INDICATE QUEUES

QUERY PROCESSORS

QUERY SRM

SET CPTRACE

SET SRM

- A new configuration statement: SRM.

« A change to the meaning of NOLIMIT on the FEATURES MAXUSERS configuration statement.
« New or changed monitor records:

— DOR2 - MRSYTPRP - Processor Data (Per Processor)

— DOR16 - MRSYTCUP - CPU Utilization in a Logical Partitition

— DOR23 - MRSYTLCK - Formal Spin Lock Data

— DOR24 - MRSYTSPT - Scheduler Activity (per processor type)

— D1R4 - MRMTRSYS - System Configuration Data

— D1R5 - MRMTRPRP - Processor Configuration

— D1R16 - MRMTRSCH - Scheduler Settings

— D2R7 - MRSCLSRM - SET SRM Changes

— D4R2 - MRUSELOF - User Logoff event record

— D4R3 - MRUSEACT - User Activity Data

— D5R2 - MRPRCVOF - Vary Off Processor

— D5R3 - MRPRCPRP - Processor Data

— D5R15 - MRPRCDSYV - Dispatch Vector Assignments (new event record)

— D5R16 - MRPRCPUP - Park/Unpark Decision (new event record)

— D5R17 - MRPRCRCD - Real CPU Data (per CPU) (new sample record)

— D5R18 - MRPRCDHF - Dispatch Vector High Frequency Data (new sample record).
« A change to the VM Dump Tool CPUUSE macro.
« New trace table entries:

Input unpark mask - 3610

Switch master processor - 3611

Park processor - 3612

Unpark processor - 3613
SIGP instruction AEO1 replaces AEOO
Time stamp trace entry FFFD replaces FFFE.

For more information, see z/VM: CP Planning and Administration.

[6.3 APAR] Soft Fence and Query Host Access GDPS Enhancements

With the PTF for APAR VM65322, z/VM supports the new Soft Fence and Query Host Access DS8000
functions.

Soft Fence is designed to protect the integrity of a volume in the fence state by limiting most I/0
operations directed to that volume. This function is exploited in GDPS and is used to fence the old primary
volumes in the GDPS-managed consistency group during a HyperSwap scenario. GDPS automatically
resets the fence state upon completion of a HyperSwap scenario. z/VM offers support to manually reset
and query the soft fence state of a volume or the volumes on a given controller. Additionally, the Query
Host Access function reports all LPARs that have established a path group ID on a volume, whether or not
in the grouped state. z/VM now offers support to query the CPU serial number and LPAR ID associated
with all LPARs that have established a path group ID to a volume.
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The following CP command has been added for this support:
« SET DASD
The following CP commands have been updated for this support:

« QUERY CU

« QUERY DASD

« QUERY FENCES
.« SETCU

[6.3 APAR] PCIe Guest Direct Attach Support

With the PTFs for APARs VM65417 (CP), VM65572 (CP TRACERED support), and PI20509 (TCP/IP), z/VM
6.3 guests will be allowed to dedicate PCle adapters to their virtual machines.

z/0S V2.1 guests (with required PTFs) running under z/VM 6.3 can exploit the zEDC Express and 10GbE
RoCE features. See the PSP bucket for specific details.

« zEDC Express feature

IBM zEnterprise Data Compression (zEDC) for z/OS V2.1 and the zEDC Express feature are designed to
support a new data compression function to help provide high-performance, low-latency compression
without significant CPU overhead. This can help to reduce disk usage, provide optimized cross-platform
exchange of data, and provide higher write rates for SMF data.

« 10GbE RoCE Express feature

The term RoCE refers to Remote Direct Memory Access over Converged Ethernet. The 10 Gigabit
Ethernet (10GbE) RoCE Express feature is designed to help reduce consumption of CPU resources

for applications utilizing the TCP/IP stack (such as WebSphere® Application Server accessing a Db2°
database). Use of the 10GbE RoCE Express feature is designed to help reduce network latency

with memory-to-memory transfers utilizing Shared Memory Communications-Remote Direct Memory
Access (SMC-R) in z/OS V2.1. It is transparent to applications and can be used for LPAR-to-LPAR
communication on a single system or server-to-server communication in a multiple-CPC environment.

The minimum hardware requirement for the zEDC Express and 10GbE RoCE Express features is a
zEnterprise EC12 or BC12 at Driver D15 with a minimum bundle level. See the PSP bucket for specific
details.

For more information about guest support for PCIe functions, see z/VM: CP Planning and Administration.

The following system configuration statements have been updated for this support:

« FEATURES

« STORAGE

The following CP commands have been added for this support:
« DEFINE PCIFUNCTION

« DELETE PCIFUNCTION

« DETACH PCIFUNCTION

« LOCATE RPCI

« LOCATE VPCI

- MODIFY PCIFUNCTION

« QUERY IOASSIST (The function of this command is similar to but different from the QUERY IOASSIST
command that was removed in V5.1.)

* QUERY PCIFUNCTION
» QUERY VIRTUAL PCIFUNCTION

64 z/VM: 7.4 Migration Guide


https://www.ibm.com/docs/en/SSB27U_7.4.0/pdf/hcpa5_v7r4.pdf#nameddest=hcpa5_v7r4

Hardware and Architecture

o SET IOASSIST (The function of this command is similar to but different from the SET IOASSIST
command that was removed in V5.1.)

« VARY PCIFUNCTION
The following CP commands have been updated for this support:

« ATTACH

- DEFINE CHPID / PATH
+ MONITOR

» QUERY CHPID

« QUERY FRAMES

« QUERY MONITOR

* QUERY TRFILES

« QUERY TRSOURCE
« RESET

« SET CPTRACE

« TRSOURCE ENABLE
« TRSOURCE ID

» VMRELOCATE

PCIFUNCT has been added to the list of restricted user IDs.
The following CP monitor records have been added for this support:

« Domain 1 Record 27 - MRMTRPCI - PCI function Configuration Data

« Domain 6 Record 36 - MRIODPAT - Attach PCI Function

« Domain 6 Record 37 - MRIODPDT - Detach PCI Function

« Domain 6 Record 38 - MRIODPEN - Guest Enables a PCI Function

« Domain 6 Record 39 - MRIODPAC - PCI Activity

« Domain 6 Record 40 - MRIODPDS - Guest Disables a PCI Function

« Domain 6 Record 41 - MRIODPER - PCI function error

« Domain 6 Record 42 - MRIODPAD - PCI function added to the system

« Domain 6 Record 43 - MRIODPDL - PCI function deleted from the system
« Domain 6 Record 44 - MRIODPMD - PCI function program controls modified
« Domain 6 Record 45 - MRIODPON - Real PCI function varied on

« Domain 6 Record 46 - MRIODPOF - Real PCI function varied offline

The following CP monitor records have been updated:

« Domain 0 Record 3 - MRSYTRSG - Real Storage Data (global)

« Domain 1 Record 4 - MRMTRSYS - System Configuration Data

e Domain 1 Record 7 - MRMTRMEM - Memory Configuration Data
The following DIAGNOSE code has been updated for this support:
- DIAGNOSE Code X'2AC'

Trace codes in the range 1200 - 123F have been added for this support. For more information about these
trace codes, see z/VM: Diagnosis Guide.

The following dynamic I/O return codes have been modified for adding, deleting, or changing a PCI
function:

- 0106
- 0107
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+ 010A
- 010D
- 010F
« 0110
- 0112
- 011C
- 011D

[6.3 APAR] IBM z13 Support

With the PTF for APAR VM65577, z/VM provides support that will enable guests to exploit zEC12 function
supported by z/VM on the IBM z13° (z13°). z/VM support for the z13 also includes support for:

« New hardware facilities

z/VM supports the following new hardware facilities transparently.

Load/Store-on-condition Facility 2

Load-and-Zero-Rightmost-Byte Facility

Decimal-Floating Point Packed Conversion Facility

Delay Facility

New facility bits have been defined that will be passed to a guest and can be tested to determine if a
hardware facility is available. A guest can use the STFLE instruction to obtain the facilities list. These
new facility bits are also incorporated into the live guest relocation domains support.

TRACE, DISPLAY I, and VMDUMPTL support for interpreting the new instructions associated with these
facilities for display purposes is not included.

 Updates to monitor records for CPU-Measurement Counter Facility

The new Counter Second Version Number value (4) is supported, and appropriate counters are collected
and stored in the CPU-Measurement Facility Counters monitor record (Domain 5 Record 13).

« CPU-Measurement Counter Facility enhancement

Host exploitation is provided for a new instruction to allow collection of multiple counters
simultaneously, when the store-CPU-counter-multiple facility is installed. This is expected to reduce
the overhead for collecting CPUMF data for z/VM monitor records. Guest support is not provided for the
new store-CPU-counter-multiple facility or the new MT-CPU-timer-enhancement facility.

« New I/O related architectures
See “[6.3 APAR] z13 Compatibility I/O Support” on page 67.
» Crypto Express5S and enhanced domain support

See “[6.3 APAR] Crypto Express5S and Enhanced Domain Support” on page 68.
« FICON Expressl16S

See “[6.3] FICON Express16S Support” on page 68.

Note: The IBM zEnterprise Application Assist Processor (zAAP) CPU type is not supported on z13, either
in real hardware or in the LPAR configuration. Similarly, z/VM will not allow guests to define this CPU type
if the machine does not support it.

The following CP commands have been updated:

- DEFINE CPU
* QUERY CAPABILITY

A new CPU Capability continuation data (Type E) accounting record has been added.

The following monitor records have been updated:
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Domain 0 Record 19 - MRSYTSYG - System Data - will now report two values for capability.

Domain 1 Record 4 - MRMTRSYS - System Configuration Data - will now report two values for capability.

Domain 1 Record 18 - MRMTRCCC - CPU Capability Change - will now report two values for capability.

Domain 5 Record 13 - MRPRCMFC - CPU-Measurement Facility Counters - will now be able to report a
Counter Second Version Number value of 4.

For more information, see:

« z/VM: CP Commands and Utilities Reference
« z/VM: CP Planning and Administration

See the following additional z13 support:

« “[6.3 APAR] Simultaneous Multithreading (SMT) Support” on page 69
« “[6.3 APAR] Increased CPU Scalability” on page 71

« “[6.3 APAR] Multi-VSwitch Link Aggregation Support” on page 115

Support for the z13 also requires the PTFs for the following APARs. For more information, see the
documentation for the product, feature, or function.

« APAR VM65495 provides EREP/VM support.

APAR VM65568 provides IOCP support.

APAR VM65489 provides HCD support.

APAR VM64437 provides HCM support.

APAR PM79901 provides HLASM support.

APAR VM65527 provides Performance Toolkit support.

[6.3 APAR] z13 Compatibility I/0 Support
With the PTF for APAR VM65577, z/VM supports new I/0 related architectures and features of the z13,
including:
« PCI function measurement block enhancements for the RDMA over Converged Ethernet (RoCE) adapter
« Dynamic I/O support for new channel path type CS5 (Coupling over PCIe)
« Dynamic I/0 support for specifying virtual channel IDs (VCHIDs) for HiperSockets (IQD) channels
The following commands have been updated for this support:

« DEFINE CHPID/PATH

- DEFINE PCIFUNCTION

« QUERY CPUID

« VARY PCIFUNCTION

The following CP monitor records have been updated:

« Domain 0 Record 20 - MRSYTEPM - Extended Channel Path Measurement Data (per channel)
« Domain 1 Record 27 - MRMTRPCI - PCI Function Configuration Data

Domain 6 Record 39 - MRIODPAC - PCI Activity

Domain 6 Record 40 - MRIODPDS - Guest Disables a PCI Function

« Domain 6 Record 42 - MRIODPAD - PCI Function Added to the System

« Domain 6 Record 45 - MRIODPON - Real PCI Function Varied On

For more information, see:

« z/VM: CP Commands and Utilities Reference
« z/VM: CP Messages and Codes
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- z/VM: I/0O Configuration

[6.3 APAR] Crypto Express5S and Enhanced Domain Support

With the PTF for APAR VM65577, z/VM provides z/Architecture guest support for the Crypto Express5S
feature, which is exclusive to the z13, and enhanced domain support for Crypto Express5S.

Crypto Express5S can be configured in one of three ways using the Hardware Management Console (HMC)
panels:

« IBM Common Cryptographic Architecture (CCA) coprocessor
- IBM Enterprise Public Key Cryptography Standards (PKCS) #11 (EP11) coprocessor
- Accelerator

z/Architecture guests can be authorized in the z/VM directory for shared or dedicated access to the Crypto
Express5S. When Crypto Express5S is configured as an accelerator or a CCA coprocessor, z/VM supports
the device for shared or dedicated use. When Crypto Express5S is configured as an EP11 coprocessor,
z/VM supports the device for dedicated use only.

In addition, z/VM supports enhanced domain support for the Crypto Express5S feature on the z13:

« z/VM supports an architected increase in the maximum number of crypto features, referred to as
Adjunct Processors (APs), from 64 to 256, and an architected increase in the maximum number of
domains per AP from 16 to 256.

» The z13 supports up to 16 APs, and up to 85 domains on each AP, with the Crypto Express5S feature.

Attention: This support provides a new version of DIRECTXA, which requires more directory space
on the DASD volume that contains the object directory. An additional 60 bytes per user plus 2
pages for system use is required. The count of users should include each user defined with a USER,
IDENTITY, or POOL statement.

With APAR VM65577 applied, z/VM supports Message-Security-Assist Extension 5 on zEC12 (Driver
D15F) and later.

With the PTF for APAR VM65588, DirMaint supports enhanced domain support for the Crypto Express5S
feature on z13.

The following configuration statement is new:

« CRYPTO APVIRTUAL

The following directory statement was updated:

« CRYPTO

The following commands have been updated for this support:
« QUERY CRYPTO

« QUERY VIRTUAL CRYPTO

- DIRMAINT CRYPTO

For more information, see:

« z/VM: CP Commands and Utilities Reference

« z/VM: Directory Maintenance Facility Commands Reference
 z/VM: CP Planning and Administration

[6.3] FICON Express16S Support

z/VM supports the FICON Express16S feature on z13. With the introduction of FICON Express16S on
the z13, you now have additional growth opportunities for your storage area network (SAN). FICON
Expressl16S supports a link data rate of 16 gigabits per second (Gbps) and autonegotiation to 4 or 8
Gbps for synergy with existing switches, directors, and storage devices. With support for native FICON,
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High Performance FICON for IBM Z (zHPF), and Fibre Channel Protocol (FCP), the z13 server enables you
to position your SAN for even higher performance, helping you to prepare for an end-to-end 16 Gbps
infrastructure to meet the increased bandwidth demands of your applications.

The new FICON Express16S channel will work with your existing fiber optic cabling environment, both
single mode and multimode optical cables. The FICON Express16S feature running at end-to-end 16
Gbps link speeds will provide reduced latency for large read/write operations and increased bandwidth
compared with the FICON Express8S feature.

[6.3 APAR] Simultaneous Multithreading (SMT) Support
Simultaneous multithreading (SMT) technology is available on IBM z13 and is supported by z/VM.

IBM z13 SMT support

Incremental throughput improvements are achieved on z13 partly because the new processor chip offers
intelligently implemented 2-way simultaneous multithreading (SMT). SMT allows two active instruction
streams per core, each dynamically sharing the core's execution resources. SMT will be available on

IBM 213 for workloads running on the IBM Integrated Facility for Linux (IFL) and the IBM z Integrated
Information Processor (zIIP).

Each software operating system or hypervisor has the ability to intelligently drive SMT in a way that is best
for its unique requirements. z/OS SMT management consistently drives the cores to high thread density,

in an effort to reduce SMT variability and deliver repeatable performance across varying CPU utilization,
thus providing more predictable SMT capacity. z/VM SMT management optimizes throughput by spreading
a workload over the available cores until it demands the additional SMT capacity.

z13 z/VM SMT support

With the PTFs for APARs VM65586 and VM65696, z/VM provides host exploitation support for SMT on
z13, which will enable z/VM to dispatch work on up to two threads (logical CPUs) of an IFL processor
core. z/VM multithreading support is enabled only for IFL processors in a LINUX only mode or z/VM mode
logical partition.

z/VM exploitation of SMT enables z/VM on z13 to dispatch work on an individual thread of a core, allowing
a core to be shared by multiple guest CPUs or z/VM Control Program tasks. This can result in increased
work throughput per core from more efficient use of shared core resources. For a performance analysis
on how SMT benefited z/VM workloads, see IBM: VM Performance Resources (https://www.ibm.com/vm/
perf/).

Simultaneous multithreading support is available on a z/VM system only if the facility is installed on the

hardware and enabled on the z/VM system with the MULTITHREADING system configuration statement.
The MULTITHREADING statement is optional, and multithreading is disabled if the statement is omitted.

z/VM enablement of multithreading requires that z/VM is configured to run with the HiperDispatch
vertical polarization mode enabled and with the dispatcher work distribution mode set for reshuffle.
Once enabled, multithreading cannot be disabled without a re-IPL. Dedication of virtual CPUs to z/VM
processors is not supported with multithreading because it is not allowed when HiperDispatch vertical
polarization mode is active.

z/VM host multithreading exploitation support does not virtualize threads for guest exploitation. However,
Linux guests might benefit from the host support because the first level z/VM system is able to get higher
throughput from the multithreaded IFL cores. Existing distributions of Linux for IBM Z can benefit from
SMT exploitation in a z/VM host.

Stand-alone dump support for SMT requires APARs VM65676 and VM65677.

Performance Toolkit support for SMT requires APAR VM65529. See “[6.3 APAR] Additional Performance
Toolkit Enhancements” on page 146.

Note: z/VM CPU pools provide a mechanism for limiting the CPU resources consumed by a group of virtual
machines to a specific capacity. In an environment without SMT, these capacities are enforced in terms of
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a number of cores. In an SMT environment, these capacities are enforced in terms of a number of threads.
Consequently, it might be necessary to increase the capacities of CPU pools, in order to provide adequate
resource to CPU pool members.

Three Measures of CPU Time When Multithreading Is Enabled

z/VM host exploitation support for SMT provides three measures of CPU time when multithreading is
enabled, because the hardware CPU timer is no longer an indication of core utilization. These three
measures of CPU time are described below and are reported by accounting records and monitor records.

Raw Time
This is a measure of the CPU time each virtual CPU spent dispatched on a thread, and is the CPU
timer information provided directly by the hardware. When all cores have only one thread, this is
an accurate measure of CPU time used by the task running on the single-threaded core. When
multithreading is enabled, and some cores are running with more than one thread, the CPU Timer is
no longer a direct indication of physical core consumption, so you might want one of the other times.

MT-1 Equivalent Time
This is a measure of effective capacity, taking into account the multithreading benefit. The CPU
time charged approximates the time that would have been spent if the workload had been run with
multithreading disabled; that is, with all core resources available to one thread. The effect is to
"discount" the time charged to compensate for the slowdown induced by the activity on other threads
in the core.

Prorated Core Time
This is a measure of core utilization regardless of the multithreading benefit. Time is charged by
dividing the time the core was dispatched evenly among the threads dispatched in that interval.
Under this method, the total time charged to all guests equals the total time the logical cores of the
z/VM partition were dispatched. This method is consistent with cost recovery for core-based software
licensing.

Notes:

1. When a user is running on a system where multithreading is not installed or not enabled, MT-1
equivalent time and prorated core time consumed will be identical to raw time.

2. The PTF for APAR VM65680 is required for prorated core time fields to be populated.

Changes to z/VM Interfaces

The following CP interfaces have been added:

« MULTITHREADING system configuration statement

« INDICATE MULTITHREAD command

QUERY MULTITHREAD command

VARY CORE command

Virtual Machine Resource Usage 2 (Type F) accounting record

Trace ID 3615 (Results of CPU Quiesce)

« Monitor record Domain 5 Record 20 - MRPRCMFM - MT CPUMF Counters

The following CP interfaces have been updated:
« SRM system configuration statement
INDICATE LOAD command

INDICATE USER command

« LOGOFF command

MONITOR SAMPLE command

QUERY TIME command

* QUERY PROCESSORS command
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« SET CPTRACE command

« SET SRM command

« VARY PROCESSOR command

« Virtual Machine Resource Usage (Type 1) accounting record
« Store Hypervisor Information (STHYI) instruction

« Trace ID 3612 (Enter Parked Wait State)

* VM Dump Tool CPUUSE macro

« VM Dump Tool HCQGDSPL function

 Monitor records:

— Domain 0 Record 2 - MRSYTPRP - Processor Data (per processor)
— Domain 0 Record 15 - MRSYTCUG - Logical CPU Utilization Data (global)
— Domain 0 Record 16 - MRSYTCUP - CPU Utilization in a Logical Partition
— Domain 0 Record 17 - MRSYTCUM - Physical CPU Utilization Data for LPAR Management
— Domain 0 Record 19 - MRSYTSYG - System Data (global)
— Domain 0 Record 23 - MRSYTLCK - Formal Spin Lock Data (global)
— Domain 1 Record 4 - MRMTRSYS - System Configuration Data
— Domain 1 Record 5 - MRMTRPRP - Processor Configuration Data (per processor)
— Domain 1 Record 16 - MRMTRSCH - Scheduler Settings - Sample Record
— Domain 1 Record 18 - MRMTRCCC - CPU Capability Change
— Domain 2 Record 4 - MRSCLADL - Add User To Dispatch List - Event Record
— Domain 2 Record 5 - MRSCLDDL - Drop User From Dispatch List - Event Record
— Domain 2 Record 7 - MRSCLSRM - SET SRM Changes - Event Record
— Domain 2 Record 13 - MRSCLALL - Add VMDBK to the limit list - Event Record
— Domain 2 Record 14 - MRSCLDLL - Drop VMDBK from the limit list - Event Record
— Domain 4 Record 2 - MRUSELOF - User Logoff Data - Event Record
— Domain 4 Record 3 - MRUSEACT - User Activity Data
— Domain 4 Record 9 - MRUSEATE - User Activity data at Transaction End - Event Record
— Domain 5 Record 1 - MRPRCVON - Vary On Processor - Event Data
— Domain 5 Record 2 - MRPRCVOF - Vary Off Processor - Event Data
— Domain 5 Record 11 - MRPRCINS - Instruction Counts (per processor)
— Domain 5 Record 13 - MRPRCMFC - CPU-Measurement Facility Counters
— Domain 5 Record 16 - MRPRCPUP - Park/Unpark Decision (Event)
— Domain 5 Record 17 - MRPRCRCD - Real CPU Data (per CPU) (Sample)
— Domain 5 Record 19 - MRPRCCPU - CPU Pool Utilization (Sample)
For more information, see:
« z/VM: CP Commands and Utilities Reference
e z/VM: CP Planning and Administration
 z/VM: CP Programming Services

[6.3 APAR] Increased CPU Scalability
With the PTFs for APARs VM65586 and VM65696, z/VM will support up to 64 logical processors on z13:

« 64 cores with multithreading disabled
« 32 cores (up to 2 threads per core) with multithreading enabled
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z/VM continues to support up to 32 logical processors on prior machines.
The following CP monitor records have been updated:

« Domain 0 Record 23 - MRSYTLCK - Formal Spin Lock Data (global)

« Domain 3 Record 1 - MRSTORSG - Real Storage Management (global)

« Domain 3 Record 2 - MRSTORSP - Real Storage Activity (per processor)

[6.3 APAR] Multi-Target PPRC Support

With the PTFs for APARs VM65544 and VM65674, z/VVM provides support for the Multi-Target Peer-to-
Peer Remote Copy (PPRC) storage feature. This support exploits multiple PPRC secondary volumes
(targets) for an associated primary volume when configured in default subchannel set 0. z/VM's alternate
subchannel set support is tolerated with this new function, but z/VM does not support a multi-target
secondary in the alternate subchannel set at this time.

The following CP commands have been updated for this support:

« HYPERSWAP
« QUERY DASD
* QUERY HYPERSWAP

Device Support Facilities (ICKDSF) APAR PM99490 is required to support Multi-Target PPRC DASD.

[6.3 APAR] Multithreading Prorated Core Time Support

When the PTF for APAR VM65680 is applied and multithreading is enabled, CP provides support for
multithreading prorated core time. Prorated core time is a method that provides reports and caps

based on core utilization regardless of the multithreading benefit, which might be used as a means of
distributing charges for subcapacity based products that are based on core capacity. Time is charged by
dividing the time the core was dispatched evenly among the threads dispatched in that interval. Under
this method, the total time charged to all guests equals the total time the logical cores of the z/VM
partition were dispatched. Prorated core time is calculated for all users only when multithreading is
enabled, and used in the limiting calculations of CPU pools and guests with individual LIMITHARD shares.

With this support, the prorated core time fields that were added to accounting records and monitor
records for multithreading support will now be populated with data when multithreading is enabled.

The following CP interfaces have been updated:

« DEFINE CPUPOOL command

QUERY CPUPOOL command

SET CPUPOOL command

SET SHARE command

Virtual Machine Resource Usage 2 (Type F) accounting record

Store hypervisor information (STHYI) instruction

Monitor records:

— Domain 2 Record 13 - MRSCLALL - Add VMDBK to the limit list - Event Record

— Domain 2 Record 14 - MRSCLDLL - Drop VMDBK from the limit list - Event Record
— Domain 5 Record 19 - MRPRCCPU - CPU Pool Utilization (Sample)

For more information, see:

« z/VM: CP Commands and Utilities Reference
 z/VM: CP Planning and Administration

e z/VM: CP Programming Services
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[6.3 APAR] Support for IBM LinuxONE Systems

With the PTF for APAR VM65716, z/VM 6.3 can be selected as the hypervisor for IBM LinuxONE systems:

« IBM LinuxONE Emperor (based on the IBM z13 server)
« IBM LinuxONE Rockhopper (based on the IBM z13s™ server)

Additional z/VM and other APARs might be required to support these servers. For more information, see
the server support table in z/VM: General Information.

[6.3 APAR] IBM z13 (Driver D27) Compatibility and IBM z13s Support

With the PTF for APAR VM65716, z/VM provides support for z/VM 6.3 and 6.2 guests to exploit z/VM
supported z13 functions on the z13 (Driver D27) and the IBM z13s°.

This APAR also provides support for the following additional functions on z13 (Driver D27) and z13s™:
- LPAR enhancement to provide group physical capacity limit enforcement

Processor Resource/System Manager (PR/SM) and the Hardware Management tool have been enhanced
to support an option to limit the amount of physical processor capacity consumed by a group of logical
partitions (LPARs) when a processor unit (PU) is defined as a general purpose processor (CP) or an
Integrated Facility for Linux (IFL) shared across a set of LPARs.

This enhancement is designed to provide a group physical capacity limit enforced as an absolute (versus
relative) limit; it is not affected by changes to the logical or physical configuration of the system. This
group physical capacity limit can be specified in units of CPs or IFLs.

The z/VM support includes use of this information in functions that exploit or report processor capacity
information for the purpose of adapting to its use. In z/VM publications this function might also be
referred to as LPAR group absolute capacity capping.

« LPAR enhancement for dynamic memory management

Processor Resource/Systems Manager (PR/SM) has been enhanced to support more flexibility as to

how additional physical memory is dynamically added to a logical partition. Rather than attempting to
fully populate a logical partition's reserved storage element when it is initially configured online, the
operating system in the partition can request a single storage increment be attached (and subsequently
can request additional increments if desired). This allows a more gradual, flexible addition of memory to
the partition as needed over time.

- Shared Memory Communications - Direct Memory Access (SMC-D)

This technology is the latest networking innovation for the IBM z13 family of processors. It provides
support for fast, low-latency LPAR-to-LPAR TCP/IP traffic using SMC-D software protocol over firmware-
provided Internal Shared Memory (ISM) devices. Supported for z/VM 6.3 guest exploitation, SMC-D

and ISM are designed to use shared memory areas to provide low-latency, high-bandwidth, cross-

LPAR connections for applications. This support is intended to provide application-transparent DMA
communications to TCP endpoints for sockets-based connections. SMC-D is expected to provide
substantial performance, throughput, response time, and CPU consumption benefits compared with
standard TCP/IP communications over HiperSockets. z/VM supports dynamic I/O and guest usage of the
new Internal Shared Memory (ISM) PCI function type.

See the z/0S subset within the 2964DEVICE or 2965DEVICE preventive service planning (PSP) bucket
for z/OS service required in support of SMC-D connectivity.

« Regional Crypto Enablement (RCE)

z/VM supports z/0S guest exploitation of IBM Regional Crypto Enablement (RCE) adapters. IBM will
enable geo-specific cryptographic support that will be supplied by approved vendors. The RCE support
will reserve the I/0 slots for the vendor-supplied cryptographic cards. Clients will need to directly
contact the approved vendor for purchasing information.

Note: RCE support also requires the PTF for APAR VM65577.

The following dynamic I/0O return code has been added for adding, deleting, and changing a PCI function:
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- 0321

The following CP interfaces have been updated:

- DEFINE PCIFUNCTION command

« Store hypervisor information (STHYI) instruction

The partition section of the function code X'0000' response buffer is updated to include information
about the LPAR group absolute capacity caps if defined.

« Monitor records:

— Domain 0 Record 16 - MRSYTCUP - CPU Utilization in a Logical Partition, updated to report the LPAR
group name and associated per CPU type LPAR Group Absolute Capacity Value.

— Domain 0 Record 23 - MRSYTLCK - Formal Spin Lock Data (global), updated to include DSVBK lock

statistics.

— Domain 1 Record 4 - MRMTRSYS - System Configuration Data, updated to include the STSI 1.2.2 CPU
speeds.

— Domain 1 Record 18 - MRMTRCCC - CPU Capability Change, updated to include the STSI 1.2.2 CPU
speeds.

— Domain 1 Record 27 - MRMTRPCI - PCI function Configuration Data.

— Domain 5 Record 9 - MRPRCAPC - Crypto Performance Counters, updated to include the crypto delay
times and the minimum and maximum sleep times.

— Domain 5 Record 16 - MRPRCPUP - Park/Unpark Decision (Event), updated to report the per CPU
type LPAR Group Absolute Capacity Value.

— Domain 6 Record 39 - MRIODPAC - PCI Activity.
— Domain 6 Record 40 - MRIODPDS - Guest Disables a PCI Function.
— Domain 6 Record 42 - MRIODPAD - PCI function added to the system.
— Domain 6 Record 45 - MRIODPON - Real PCI function varied on.
For more information, see:
« z/VM: CP Commands and Utilities Reference
« z/VM: CP Programming Services
- z/VM: I/O Configuration

Support for z13 (Driver D27) and z13s also requires the PTFs for the following APARs (in addition to the
base z13 support APARs listed under “[6.3 APAR] IBM z13 Support” on page 66). For more i