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About This Document

This document tells you how to plan and administer the IBM z/VM Control Program (CP). It describes the
following tasks:

- System configuration planning and administration

 User planning and administration

« Storage planning and administration

Note: For information about planning your hardware and software I/0 configuration, see z/VM: I/0

Configuration. For information about planning and using saved segments, see z/VM: Saved Segments
Planning and Administration.

Planning and administration are tasks that overlap. Before you install z/VM, you need to plan:

« What the processor and device configuration will be
« What z/VM functions the system will use

« Which guest operating systems will be used

« How much storage will be required

« What sort of user environments will be available.

During system generation, you will set the proper parameters in the system to implement your plan. Later,
after the system is running, you will want to change some of these parameters as conditions change; for
example, when new users are allowed access to the system and new devices are brought online. You will
also want to monitor the performance of the system and perhaps change tuning parameters to make it run
more efficiently.

A good example of the overlap between planning and administration is the user directory. The user
directory is a file that identifies each user on the system and contains directory statements that define
the environment each user works under. Initially, you will set up this directory for the known users of
the system. Later, as new users are given access to the system and others are removed, you will have to
update the directory.

Some information provided here is based on the experiences of IBM customers. The recommendations in
this document are meant to help installations run operating systems efficiently under z/VM.

Intended Audience

This document is for anyone responsible for planning, installing, and updating a z/VM system.

The reader is expected to have a general understanding of data processing and teleprocessing
techniques. This document assumes you have thought about:

« What z/VM functions your site requires.
« What connections you need to other sites and the implications for coordination.

What your hardware and physical requirements are and the implications for coordination.
« Which guest operating systems you will be running.

« How many users you are going to have and under what sort of environment they will be running their
applications.

Syntax, Message, and Response Conventions

The following topics provide information on the conventions used in syntax diagrams and in examples of
messages and responses.
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How to Read Syntax Diagrams

Special diagrams (often called railroad tracks) are used to show the syntax of external interfaces.

To read a syntax diagram, follow the path of the line. Read from left to right and top to bottom.

« The » »~——symbol indicates the beginning of the syntax diagram.

« The — symbol, at the end of a line, indicates that the syntax diagram is continued on the next line.

« The —.—— symbol, at the beginning of a line, indicates that the syntax diagram is continued from the
previous line.

e The — < symbol indicates the end of the syntax diagram.

Within the syntax diagram, items on the line are required, items below the line are optional, and items
above the line are defaults. See the examples in Table 1 on page xxvi.

Table 1. Examples of Syntax Diagram Conventions

Syntax Diagram Convention Example

Keywords and Constants »»— KEYWORD <

A keyword or constant appears in uppercase letters. In this
example, you must specify the item KEYWORD as shown.

In most cases, you can specify a keyword or

constant in uppercase letters, lowercase letters, or

any combination. However, some applications may have
additional conventions for using all-uppercase or all-
lowercase.

Abbreviations »— KEYWOrd -»<

Uppercase letters denote the shortest acceptable
abbreviation of an item, and lowercase letters denote the
part that can be omitted. If an item appears entirely in
uppercase letters, it cannot be abbreviated.

In this example, you can specify KEYWO, KEYWOR, or

KEYWORD.

Symbols *

You must specify these symbols exactly as they appear in the Asterisk

syntax diagram. :
Colon
Comma
Equal Sign
Hyphen

0

Parentheses
Period

xxvi About This Document



Table 1. Examples of Syntax Diagram Conventions (continued)

Syntax Diagram Convention Example

Variables »w— KEYWOrd — var_name -»«

A variable appears in highlighted lowercase, usually italics.

In this example, var_name represents a variable that you
must specify following KEYWORD.

Repetitions
An arrow returning to the left means that the item can be { . l
repea

repeated.
A character within the arrow means that you must separate ,
each repetition of the item with that character. £
repeat

A number (1) by the arrow references a syntax note at the
bottom of the diagram. The syntax note tells you how many
times the item can be repeated. £ 1

. . repeat
Syntax notes may also be used to explain other special
aspects of the syntax. Notes:

1 Specify repeat up to 5 times.

Required Item or Choice — A e

When an item is on the line, it is required. In this example,

you must specify A. A

T
LLi

When two or more items are in a stack and one of them is
on the line, you must specify one item. In this example, you
must choose A, B, or C.

Optional Item or Choice

When an item is below the line, it is optional. In this example,
you can choose A or nothing at all.

When two or more items are in a stack below the line, all of
them are optional. In this example, you can choose A, B, C,
or nothing at all.

Defaults

When an item is above the ling, it is the default. The system
will use the default unless you override it. You can override
the default by specifying an option from the stack below the
line.

In this example, A is the default. You can override A by
choosing B or C.

Repeatable Choice

A stack of items followed by an arrow returning to the left
means that you can select more than one item or, in some
cases, repeat a single item.

St

In this example, you can choose any combination of A, B, or
C.
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Table 1. Examples of Syntax Diagram Conventions (continued)

Syntax Diagram Convention Example
Syntax Fragment
Some diagrams, because of their length, must fragment thg A Fragment
syntax. The fragment name appears between vertical bars in
the diagram. The expanded fragment appears in the diagram A
after a heading with the same fragment name.

B
In this example, the fragment is named "A Fragment." c

Examples of Messages and Responses

Although most examples of messages and responses are shown exactly as they would appear, some
content might depend on the specific situation. The following notation is used to show variable, optional,
or alternative content:

XXX
Highlighted text (usually italics) indicates a variable that represents the data that will be displayed.

Brackets enclose optional text that might be displayed.

{}
Braces enclose alternative versions of text, one of which will be displayed.

The vertical bar separates items within brackets or braces.

The ellipsis indicates that the preceding item might be repeated. A vertical ellipsis indicates that the
preceding line, or a variation of that line, might be repeated.

Where to Find More Information

For more information about z/VM functions, see the books listed in the “Bibliography” on page 853.

If you plan to deploy Linux® on z/VM, read z/VM: Getting Started with Linux on IBM Z for important planning
information about Linux virtual servers.

Links to Other Documents and Websites

The PDF version of this document contains links to other documents and websites. A link from this
document to another document works only when both documents are in the same directory or database,
and a link to a website works only if you have access to the Internet. A document link is to a specific
edition. If a new edition of a linked document has been published since the publication of this document,
the linked document might not be the latest edition.

xxviii z/VM: 7.3 CP Planning and Administration


https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpl0_v7r3.pdf#nameddest=hcpl0_v7r3

How to provide feedback to IBM

We welcome any feedback that you have, including comments on the clarity, accuracy, or completeness of
the information. See How to send feedback to IBM for additional information.
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Summary of Changes for z/VM: CP Planning and
Administration

This information includes terminology, maintenance, and editorial changes. Technical changes or
additions to the text and illustrations for the current edition are indicated by a vertical line (]) to the
left of the change.

SC24-6271-73, z/VM 7.3 (December 2023)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.3.

[VM66727] FCP SCSI List-directed IPL alternate paths

With the PTF for APAR VM66727, z/VM 7.3 provides the ability to specify alternate paths for list-directed
SCSIIPL. If IPL fails for the primary device path, alternate device paths are used automatically. The new
ALTERNATE operand of the SET DUMPDEV and SET LOADDEY commands and the LOADDEV directory
statement can specify up to three alternate device paths. The responses to the QUERY DUMPDEV and
QUERY LOADDEV commands indicate the alternate device paths.

The following configuration statements are updated:

- “IPL Directory Statement” on page 515
« “LOADDEV Directory Statement” on page 536

SC24-6271-73, z/VM 7.3 (September 2023)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.3.

[VM66678, VM66709] Warning Track Interruption Facility

With the PTFs for APARs VM66678 (CP) and VM66709 (Performance Toolkit), z/VM 7.3 exploits a feature
of Processor Resource/Systems Manager (PR/SM) called the warning-track-interruption facility. z/V\M's
exploitation of this facility helps improve guest response time and overall performance of workloads that
are run on vertical-low or vertical-medium logical processors.

The following configuration statement is updated:

« “SRM Statement” on page 265

[VM66683] Channel Path Usage

In support of APAR VM66683, clarifications about channel path usage are added to the descriptions of
these CP directory statements:

« “NICDEF Directory Statement” on page 561
« “SPECIAL Directory Statement” on page 593

SC24-6271-73, z/VM 7.3 (June 2023)

This edition includes terminology, maintenance, and editorial changes.

The following topics are updated:
« “LOADDEV Directory Statement” on page 536
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 “Creating the Stand-Alone Dump Utility” on page 391

SC24-6271-73, z/VM 7.3 (May 2023)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.3.

[VM66424, VM66434, VM66650] Guest Secure IPL Support

With the PTF for APARs VM66424, VM66434, and VM66650, z/VM V7.3 supports guest secure IPL (load
and dump) for both ECKD and SCSI devices. A z/VM user can request that the machine loader validate
the signed IPL code by using the security keys that were previously loaded by the customer into the
HMC certificate store. The validation ensures that the IPL code is intact, unaltered, and originates from a
trusted build-time source.

Support is provided for the following guest operating systems:

- This support provides the ability for a Linux guest to exploit hardware to validate the code being booted,
helping to ensure it is signed by the client or its supplier.

Linux on IBM zSystems instances that previously were able to perform secure boot first level on an IBM
215" or IBM LinuxONE III prior to Driver D41C Bundle S73a, or an IBM z16 or IBM LinuxONE 4 prior to
Driver D51C Bundle S18, will no longer be able to use secure boot until appropriate additional support
is applied to the Linux image. Details are available about the required service level of Linux to properly
IPL securely first or second level after driver D41C Bundle S73a or Driver D51C Bundle S18 has been
applied. See 230428 Machine Alert for 8561, 8562, 3931, 3932 (https://www-40.ibm.com/servers/
resourcelink/lib03020.nsf/pagesByDocid/272B3DD994A65B538525899F005FAOE6?0penDocument).

« z/0S° is supported in audit mode only. Full exploitation requires Virtual Flash Memory support, which is
not available to a guest. In audit mode, the IPL code is checked but the IPL continues even if the code is
not valid.

z/VM and the z/VM stand-alone dump utility do not support performing host IPL via List-Directed IPL
(LD-IPL) from ECKD. In addition, Secure IPL of the z/VM host and z/VM stand-alone dump are not
supported.

The following topics are updated:

- “LOADDEV Directory Statement” on page 536
« “IPL Directory Statement” on page 515

« “OPTION Directory Statement” on page 568

The following topic is new:

« “Guest Secure IPL” on page 380

[VM66677] Increase crashkernel area size

With the PTFs for APAR VM66677, z/VM 7.2 and 7.3 increase the size of crashkernel area allocated by
stand-alone dump programs in preparation for a future enhancement.

The following topics are updated:

« “Creating the Stand-Alone Dump Utility” on page 391
« “Real Storage Management” on page 629

SC24-6271-73, z/VM 7.3 (September 2022)

This edition supports the general availability of z/VM 7.3. Note that the publication number suffix (-73)
indicates the z/VM release to which this edition applies.
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Eight-member SSI support

This support increases the maximum size of a single system image (SSI) cluster from four members to
eight, enabling clients to grow their SSI clusters to allow for increased workloads and providing more
flexibility to use live guest relocation (LGR) for nondisruptive upgrades and workload balancing.

The following configuration statement is new:

« “SSI_CONTROLS Statement” on page 271

The following configuration statement is updated:

« “SSI Statement” on page 269

The following directory statements are updated:

« “DIRECTORY Directory Statement” on page 499
« “SPOOLFILE Directory Statement” on page 601

The following topic is new:
« Chapter 35, “Adding Members to a 4-Member SSI Cluster,” on page 807

The following topics are updated:

« “A z/VM SSI Environment” on page 711

« “Creating a z/VM SSI Cluster” on page 731

« Chapter 30, “Cross-System Spool in a z/VM SSI Cluster,” on page 743

« “Spool File ID Assignment and Limits” on page 747

« Chapter 32, “Converting a z/VM System to a Single-Member z/VM SSI Cluster,” on page 759

« “Task 7: Shut Down and Warm Start” on page 771

« Chapter 34, “Adding a Member to a z/VM SSI Cluster by Cloning an Existing Member,” on page 781
« “Task 7: Update the System Configuration File” on page 797

NVMe emulated device (EDEVICE) support

NVMe devices that are connected through PCI Express (PCIe) adapters can be defined and managed as
Fixed-Block Architecture (FBA) EDEVICEs. As such, all host and guest FBA functions are supported except
for those functions that require stand-alone support such as warm start and checkpoint. Linux guests

that exploit EDEVICEs that are defined on NVMe adapters are not eligible for live guest relocation. NVMe
adapters are only available on LinuxONE servers. For more information, see “Emulated FBA Disks on
NVMe Devices” on page 699.

Remove references to invalid HCPSYS macros
References to invalid HCPSYS macros are removed from the following topics:

- “DEVICES Statement” on page 119
 “Disassociating a User ID from the Retrieval of Accounting Records” on page 351

« “Disassociating a User ID from the Retrieval of EREP Records” on page 353

 “Disassociating a User ID from the Retrieval of Symptom Records” on page 358
« “OPERATOR_CONSOLES Statement” on page 213
- “SYSTEM_USERIDS Statement” on page 290

Miscellaneous updates for z/VM 7.3
The following topics are updated:

e “CRYPTO APVIRTUAL Statement” on page 80
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« “DEVICES Statement” on page 119

« “EMERGENCY_MESSAGE_CONSOLES Statement” on page 140

« “Security Considerations and Guidelines” on page 373

« “STORAGE Statement” on page 274

« “Task 6A: Update the User Directory Using DirMaint” on page 792

« Support for 4-character time zones:

— “TIMEZONE_BOUNDARY Statement” on page 294
— “TIMEZONE_DEFINITION Statement” on page 296

SC24-6271-10, z/VM 7.2 (May 2022)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.2.

[VM66532] z/VM Support for IBM z16

With the PTF for APAR VM66532, z/VM 7.1 and 7.2 provide support to enable guests to exploit function on
IBM z16. The following support is included:

« Consolidated Boot Loader, which provides guest IPL from a SCSI LUN.

« The Crypto Express8S (CEX8S) adapter, supported as a dedicated or shared resource. Dedicated guests
are able to take advantage of all functions available with the CEX8S adapters, including assorted new
enhancements and use of Quantum-Safe APIs. All crypto adapters that are configured in EP11 mode
are reported with the 'P' suffix instead of the 'S’ suffix.

The following topics are updated:

- “Real Storage Management” on page 629

« “Examples” on page 42 for Crypto planning and administration

« “Assignment of Shared Crypto Resources” on page 42

« “User Directory Crypto Statements” on page 43

 “Attaching and Detaching Dedicated Crypto Resources” on page 45
- “CRYPTO APVIRTUAL Statement” on page 80
« “CRYPTO Directory Statement” on page 486

[VM66534] Host Exploitation of Crypto Interruptions

With the PTF for APAR VM66534, z/VM V7.2 supports host crypto-interruption exploitation for APVIRT
cryptographic guests. The host is not required to poll cryptographic resources for replies that are ready to
be delivered to the guest.

The following topic is updated:
« “CRYPTO APVIRTUAL Statement” on page 80

Miscellaneous updates for May 2022

References to IBM Z° Application Assist Processor (zAAP), which is not supported on IBM z13 and later
models, are removed. The following topic is updated:

- “SRM Statement” on page 265
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SC24-6271-09, z/VM 7.2 (December 2021)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.2.

[VM66557] VSwitch Bridge Port Enhancements

With the PTF for APAR VM66557, z/VM 7.2 adds a new NICDISTRIBUTION option to the VSwitch
HiperSockets Bridge. When activated, the option enables the Bridge to distinguish and manage separately
the traffic that is generated by various HiperSockets connections that are on the same HiperSockets
CHPID. Traffic that exits the Bridge Port to an OSA link aggregation group is more evenly distributed
across the entire port group. Activation of the new option also enables the VSwitch to extract IPv4 and
IPv6 address assignments for display in the QUERY VSWITCH command, monitor records, and DIAGNOSE
code X'26C".

The following system configuration statement is updated:
« “MODIFY VSWITCH Statement” on page 202

SC24-6271-08, z/VM 7.2 (July 2021)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

[VM66271] Dynamic Memory Downgrade (DMD) Enablement

With the PTF for APAR VM66271, z/VM 7.2 provides support for the dynamic downgrading of memory.
Dynamic memory downgrade (DMD), also known as memory reclamation or storage reclamation, extends
the real storage dynamic management characteristics of z/VM to include removing up to 50% of the real
storage from a running z/VM system.

This support allows a system administrator to take real memory offline from a z/VM partition, making it
available to other partitions in the central processor complex (CPC). The removal is dynamic; no re-IPLing
of the z/VM image is required to accomplish the change in the memory configuration. Only memory that is
configured as reconfigurable can be removed without an IPL.

Memory reclamation by a first-level z/VM system can be performed on the IBM z14 (or later) family of
servers (or equivalent).

The following topics are new:

« “Adding and Removing Memory Dynamically” on page 630

 “Considerations for Adding Memory Dynamically” on page 633

« “Considerations for Removing Memory Dynamically” on page 633

e “Configuring Permanent and Reconfigurable Memory” on page 635

« “Workloads that Require Additional Permanent Memory” on page 635

« “Live Guest Relocation and Memory Reclamation” on page 636
« “Understanding the DSR Unit Size” on page 636

The following topics have been updated:

- “Real and Virtual Storage Planning and Administration” on page 6

« “Real Storage Management” on page 629

« “Virtual Machine Considerations” on page 637

The following system configuration statement has been updated:
- “STORAGE Statement” on page 274
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[VM66496] Improved Live Guest Relocation among Crypto Environments with Mixed
Crypto Adapter Types

Improved Live Guest Relocation(LGR) for APVIRT crypto users relaxes the requirement that the shared
crypto type and mode must match exactly on the source and destination systems. With APAR VM66496

support, the mode (accelerator or CCA-coprocessor) of the shared crypto resources must still match.
However, the type (for example, CEX5, CEX6) does not have to match.

The following topics are updated:

 “Live Guest Relocation of APVIRT Virtual Machines” on page 37

« “Migration to an Updated System that Has the LGR for Mixed APVIRT Facility and a New Crypto Type” on
page 38

« “Relocation Subdomains in an Environment with Mixed Crypto Adapter Types” on page 39

« “Multiple Relocation Domains in an Environment with Mixed Crypto Adapter Types” on page 41

[VM66511, VM66512, VM66513] Help File Improvements

With the PTFs for APARs VM66511 (CP), VM66512 (CMS), and VM66513 (VMSES), the z/VM Help facility
adds information for CP Directory Statements and for CP System Configuration Statements. HELP files of
type HELPDIRE are added to support the new DIRECTORY HELP component. HELP files of type HELPSYSC
are added to support the new SYSCONFIG HELP component. The new HELP files are available on your
z/VM system.

Miscellaneous updates for July 2021

The following system-configuration statement topics are updated to clarify the interaction of several
shutdown-related commands and statements and the effects on shutdown time intervals:

« “SET SIGNAL Statement” on page 261
« “SET SHUTDOWNTIME Statement” on page 259

SC24-6271-07, z/VM 7.2 (March 2021)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

[VM66173] 4 TB Real Memory Support

z/VM APAR VM66173 delivers support for up to 4 TB of real memory, allowing z/VM systems to address

a full 4 TB of first-level (real) memory, doubling the previous supported limit of 2 TB. With advanced
memory management capabilities available in the z/VM product, clients now have the ability to run
workloads that exceed 4 TB of virtual memory across all hosted guest systems, depending on workload
characteristics. In conjunction with z/VM support for 80 processors, IBM Z and LinuxOne servers can

now host even more work in a single z/VM partition, or across multiple z/VM partitions on one system.
APAR VM66173 also delivers various system command updates, such as automatic STANDBY memory for
guests and an enhancement to the CP DEFINE STORAGE command.

With automatic STANDBY memory for guests, a system administrator can code a more generic DEFINE
STORAGE command that does not need to be updated every time the guest's directory entry storage size
changes.

The following topics have been updated:

« “Steps to Using a PCIe Function on VM” on page 435

» “Real Storage Management” on page 629

» “Paging Space” on page 649

« “Allocating Space for CP Hard Abend Dumps” on page 651
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« “Additional Information about Dump Space Allocation” on page 652

» “Space-Efficient Volumes and FlashCopy Backups” on page 690

« “Space-Efficient Volumes and FlashCopy Test Data Replication” on page 691

The following system configuration statement has been added to the system configuration file:
« “PAGING Statement” on page 215

The following system configuration statements have been updated:

« “FEATURES Statement” on page 154
« “STORAGE Statement” on page 274

[VM66201] z/Architecture Extended Configuration (z/XC) support

With the PTFs for APARs VM66201 (CP) and VM66425 (CMS), z/Architecture® Extended Configuration
(z/XC) support is provided. CMS applications that run in z/Architecture can use multiple address spaces.
A z/XC guest can use VM data spaces with z/Architecture in the same way that an ESA/XC guest can

use VM data spaces with Enterprise Systems Architecture. z/Architecture CMS (z/CMS) can use VM data
spaces to access Shared File System (SFS) Directory Control (DIRCONTROL) directories. Programs can
use z/Architecture instructions and registers (within the limits of z/CMS support) and can use VM data
spaces in the same CMS session. For more information, see z/VM: z/Architecture Extended Configuration
(z/XC) Principles of Operation.

Support for z/XC is documented in the following topics:
- “DEFINE DIAGNOSE Statement” on page 96

« “Summary of Directory Statements” on page 461

« “MACHINE Directory Statement” on page 542

Miscellaneous Updates for March 2021

The following elements are changed or deleted in this and later versions of the publication.

“MDISK Directory Statement” on page 546
The explanation of the b1k operand adds consideration of the Stand-Alone Program Loader (SAPL) on
FBA DASD extents.

“Restrictions and Caveats for Using SCSI Devices” on page 696
Restrictions are noted for CP-formatted FBA volumes.

SC24-6271-06, z/VM 7.2 (December 2020)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

[VM66420] Optional LUN specification on EDEVICE configuration statement

The LUN operand is required when you configure the first path to an EDEVICE. For subsequent paths, the
LUN operand is optional. See “EDEVICE Statement” on page 135.

[VM66421] Guest HyperPAV support for 1-END minidisks

Allows clients to define and associate virtual HyperPAV alias devices with 1-END base minidisks. The
restriction for using only full-pack minidisks is eliminated. See “Using HyperPAV Minidisks with Exploiting
Operating Systems” on page 682.

SC24-6271-05, z/VM 7.2 (September 2020)

This edition includes changes to support the general availability of z/VM 7.2.
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Adjunct Virtual Machine Support

z/VM 7.2 has been updated to support adjunct virtual machines. An adjunct is a second virtual machine
configuration running under your userid, distinct from the configuration created when your userid is
logged on or autologged (called the principal configuration). Each configuration has its own virtual CPU(s),
virtual storage (memory), and virtual devices, and can IPL a different instance of an operating system. The
adjunct is intended to run CMS, to give you access to CMS files and tools, for example, to aid in debugging
the operating system in the principal configuration while keeping the principal's operating system intact.

The following system configuration statement has been updated:

« “FEATURES Statement” on page 154

The following directory statement has been added:

« “ADJUNCT Directory Statement” on page 471

See Chapter 8, “Setting Up Service Virtual Machines,” on page 349 for updated accounting records.

Accounting Record Formats Information Moved

Information about Accounting Record Formats has been moved to z/VM: CP Programming Services.

CP Accounting Exit Information Moved

Information about CP Accounting Exit has been moved to z/VM: CP Exit Customization.

CLEAR TDISK and RECOVERY BOOST Enabled by Default

TDISK clearing default has changed to enabled. The default can be turned off with the FEATURES
DISABLE CLEAR_TDISK command. This change will cause any residual data that might be otherwise
left on a temporary disk after use to be purged by default, enabling z/VM to be more in line with modern
security guidelines.

RECOVERY_BOOST is now also enabled by default.
The following system configuration statement has been updated:
« “FEATURES Statement” on page 154

MSS Multi-Target PPRC Exploitation
z/VM supports now up to four subchannel sets that reflect the actual hardware configuration.
The following system configuration statements have been updated:

« “DEVICES Statement” on page 119
- “EDEVICE Statement” on page 135
« “RDEVICE Statement (DASD)” on page 232

Removal of PAGING63 IPL Parameters

The PAGING63 IPL parameter is removed since this IPL parameter blocks use of newer paging
technologies (for example, Encrypted, EAV, HyperPAV, and HPF Paging) and has not been recommended
for use since z/VM 6.4.

The following system configuration statement has been updated:
« “ENCRYPT Statement” on page 148
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HiperDispatch default unparking setting changed to UNPARKING MEDIUM

The HiperDispatch default unparking setting is now UNPARKING MEDIUM. If desired, the default can
be changed to LARGE by using the “SRM Statement” on page 265. See “The Objective of z/VM
HiperDispatch” on page 421.

[VM65971] Support for UNRESPONSIVE_PROCESSOR_DETECTION

Included in the z/VM 720 base, and with the PTFs for APAR VM65971 for z/VM 640 and 710, a
mechanism was added to allow non-Master processors to detect an unresponsive Master processor. If
an unresponsive Master processor is detected, an MCW002 abend dump is generated.

The UNRESPONSIVE_PROCESSOR_DETECTION operand is available on the “FEATURES Statement” on
page 154 in the system configuration file to provide a way to disable the detection of unresponsive
processors on second level test systems.

Summary of Changes for z/VM: CP Planning and Administration xxxix
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Overview

Chapter 1. Planning and Administration Overview

This topic summarizes planning and administration tasks for the z/VM licensed program. Planning involves
deciding how your system will be organized, configured, and used. Administration involves setting up,
configuring, and modifying the system. Planning tasks and administration tasks are discussed together
because the tasks are interrelated.

When planning for users, for example, it is useful to know how user IDs are added after the system is
installed and running. You might then decide to define a minimal set of user IDs initially (perhaps those
needed for key personnel, service machines, and guest operating systems), and add other user IDs later.

User IDs and many other aspects of the system configuration are defined by statements in z/VM files.
Many administration tasks involve changing those files and then processing the files in some way to
activate the changes. This topic contains overviews of the following files:

« System configuration file

- Logo configuration file

 User directory

These files are used in the planning and administration tasks for:
« The system

» Users

- Storage

 Performance

Although this topic does not describe how to perform any planning or administration tasks, it tells you
where to find information that does.

This manual covers planning and administration for the base CP system. The complete set of manuals is
listed under the "Planning and Administration" section of the “Bibliography” on page 853. Other manuals
focus on topics such as connectivity, security, the Shared File System (SFS), and the Group Control
System.

Migration Planning

If you are migrating from a previous VM release, see z/VM: Migration Guide.

Major z/VM Files

The following z/VM files are used to define and tailor many characteristics of your installation's z/VM
system:

« The system configuration file (SYSTEM CONFIG) defines real I/O devices in your system's I/O
configuration and operating characteristics such as the layout of the CP system residence disk, lists
of DASD volumes that CP uses, the real storage configuration, and information CP requires to determine
the correct offset from Coordinated Universal Time (UTC).

For more information, see Chapter 2, “Configuring Your System,” on page 15, Chapter 4, “Defining I/O
Devices,” on page 27, and Chapter 6, “The System Configuration File,” on page 47.

« The logo configuration file (LOGO CONFIG) defines where CP can find:

— Logos for local, logical, and VTAM-attached devices
— Status area definition

— Online message and input area definition information
— Print separator pages for printers.
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For more information, see Chapter 2, “Configuring Your System,” on page 15 and Chapter 7, “The Logo
Configuration File,” on page 333.

« The user directory (USER DIRECT) defines the users of the system, their authority to enter various
commands, and the resources they can use in the system. Each user who can log on to z/VM must have
a virtual machine definition in the z/VM user directory. (You do not need to name your directory USER
DIRECT.)

For more information, see Chapter 20, “Creating and Updating a User Directory,” on page 455.

System Configuration Planning and Administration

The following list briefly describes system configuration planning and administration tasks and where to
find detailed information about each task:

- Define operating characteristics of your system by coding the system configuration file. Information
on the system configuration file can be found in Chapter 2, “Configuring Your System,” on page 15 and
Chapter 6, “The System Configuration File,” on page 47.

- Specify the local time to provide CP with the information it needs to determine the correct
offset from Coordinated Universal Time (UTC). Specify the local time on the TIMEZONE_BOUNDARY
and TIMEZONE_DEFINITION statements in the system configuration file. For more information on
TIMEZONE_BOUNDARY and TIMEZONE_DEFINITION, see “TIMEZONE_BOUNDARY Statement” on
page 294 and “TIMEZONE_DEFINITION Statement” on page 296.

« Create a system name for the processor on which you run. Code the SYSTEM_IDENTIFIER and
SYSTEM_IDENTIFIER_DEFAULT statements in the system configuration file to create a system name
for each processor on which you run z/VM. The system name appears on printed output separator
pages and in the status area of the display screen. For more information, see “SYSTEM_IDENTIFIER
Statement” on page 283 and “SYSTEM_IDENTIFIER_DEFAULT Statement” on page 286.

- Set up service virtual machines for accounting, error recording, symptom record recording,
communication controller support for the emulator program, service spool support, and data storage
management. Details on setting up these virtual machines can be found in Chapter 8, “Setting Up
Service Virtual Machines,” on page 349.

To use the CMS shared file system, set up file pool service and file pool administration virtual machines.
Details on how to do this are in z/VM: CMS File Pool Planning, Administration, and Operation.

- Use SNA communication products to use SNA terminals as virtual machine consoles. Systems
Network Architecture/Console Communications Services (SNA/CCS) provides a total communication
structure for transmitting information through a communications network. For details on SNA/CCS, refer
to Chapter 9, “Planning for SNA Console Communication Services (SNA/CCS),” on page 363.

« Plan for security facilities. Facilities are available in z/VM to help protect the system from security and
integrity exposures. For descriptions and use of these facilities, see Chapter 11, “Security and Integrity
in z/VM,” on page 373.

- Improve system availability by defining and saving multiple copies of the CP module. For more
information, see Using the Stand-Alone Program Loader in z/VM: System Operation.

« Create the stand-alone dump utility program. Refer to Chapter 12, “The Stand-Alone Dump Utility,”
on page 391.

Additional system configuration planning and administration tasks are required for multisystem
environments. See “Planning for Multisystem Environments” on page 11.

User Planning and Administration

The following list describes user planning and administration tasks and where to find information on each
task:

- Plan for any changes to command privilege classes. You can extend the privilege class structure of
CP commands, DIAGNOSE codes, and certain CP system functions from eight classes to as many as 32
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classes. For detailed information on how to extend the privilege class structure, refer to Chapter 19,
“Redefining Command Privilege Classes,” on page 445.

- Create a z/VM user directory. As mentioned under “Major z/VM Files” on page 3, each user who can
log on to z/VM must have a virtual machine definition in the z/VM user directory. You can create your
own user directory or update the sample that z/VM provides. See Chapter 20, “Creating and Updating a
User Directory,” on page 455 which contains detailed descriptions of the directory statements you can
code in the user directory.

- Define virtual machine modes and processor configurations. Coding the MACHINE statement in a
user or identity entry allows you to specify:

1. The virtual machine mode (ESA, XA, XC, or Z), which indicates the architecture that the virtual
machine simulates.

Note: XA mode is supported for compatibility and is functionally equivalent to ESA mode. Some CMS
applications might require the virtual machine to be in XA mode.

2. The maximum number of virtual processors the virtual machine can define. To define virtual
processors, the virtual machine user must enter the DEFINE CPU command.

For information, see “MACHINE Directory Statement” on page 542.

As an alternative to including a MACHINE statement in each user or identity entry, you can define the
virtual machine mode and virtual processor capabilities for a group of virtual machines by including the
MACHINE directory statement in a profile entry. See “Creating Directory Profiles” on page 466.

If the MACHINE statement is not included in the user or identity entry, or included in a profile, the
default virtual machine mode is XA and the maximum number of virtual processors the virtual machine
can define is determined by the number of CPU statements included in the user or identity entry, orin a
profile. If no CPU statements are included in the user or identity entry, or a profile, the virtual machine
has no virtual multiprocessor capabilities.

The MACHINE operand on the GLOBALOPTS directory statement allows you to specify a global virtual
machine mode for all virtual machines that do not have a MACHINE statement in their user or identity
entry and are not included in a profile entry that contains a MACHINE statement. For more information,
see the “GLOBALOPTS Directory Statement” on page 505.

- Determine how you want real processor resources dedicated. The system operator can use the
DEDICATE command to dedicate virtual CPUs to real processors.

To dedicate specific virtual CPUs to real processors at logon, add a DEDICATE operand for each CPU
directory statement that is to have automatic dedication.

For information on coding the CPU directory statement, see Chapter 20, “Creating and Updating a User
Directory,” on page 455.

- Make sure that the user IDs specified in the system configuration file have virtual machine
definitions. The sample system configuration file that is shipped on the z/VM System DDR media or
DVD defines the following user IDs (on the SYSTEM_USERIDS statement), and the sample directories
contain virtual machine definitions for them:

— OPERATOR as the user ID for the primary system operator

— DISKACNT as the user ID for the accounting virtual machine

— EREP as the user ID for an error recording virtual machine

— OPERATNS as the user ID for a virtual machine that receives system dumps.

If you change these or other user IDs specified in the system configuration file, make sure you change
the user directory.

- Decide which users are to be enrolled in a file pool. Detailed instructions on enrolling users in a file
pool can be found in z/VM: CMS File Pool Planning, Administration, and Operation.

« Create a PROFILE EXEC for the system bring-up virtual machine. The system bring-up machine
(which, by default, has a user ID of AUTOLOG1) provides an optional way to automatically log on
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virtual machines during system initialization. As part of system initialization, CP automatically logs on
AUTOLOG1. AUTOLOG1], in turn, can automatically log on other virtual machines, assuming that:

— A PROFILE EXEC for AUTOLOGL1 issues the XAUTOLOG command for each virtual machine AUTOLOG1
is to log on. (The XAUTOLOG command is asynchronous.) The system, however, automatically logs
on the error recording, accounting, and symptom record recording virtual machines without receiving
a command from AUTOLOG1's PROFILE EXEC. For information on creating CMS PROFILE EXEC files,
see z/VM: CMS User's Guide. For information on the XAUTOLOG command, see z/VM: CP Commands
and Utilities Reference. For information on the XAUTOLOG directory statement, see “XAUTOLOG
Directory Statement” on page 620.

- Determine which operating system will be in each virtual machine. z/VM: Running Guest Operating

Systems contains information on various operating systems as guests running in virtual machines.

« Decide what the default POSIX authorizations should be. The USER_DEFAULTS system

configuration file statement determines what the defaults will be for querying other users' POSIX
database information and having their POSIX security values changed. For more information, see
“USER_DEFAULTS Statement” on page 305.

Real and Virtual Storage Planning and Administration

The following list describes real and virtual storage tasks and where to find information about each task:

- Configure real storage. The INITIAL and RESERVED real storage for the logical partition in which z/VM

is installed are set on the IBM Hardware Management Console (HMC). There are also actions you can
take on z/VM to limit or increase the amount of real storage available to z/VM. You can also take actions
to define this storage so that it can be removed from the system later.

For more information, see Chapter 21, “Host Storage Planning and Administration,” on page 629.

Provide virtual storage to virtual machines. The amount of virtual storage CP assigns to a virtual
machine when the virtual machine logs on is determined by an operand on the USER or IDENTITY
statement in the virtual machine's definition, or through the STORAGE or MAXSTORAGE statements
in the user, identity, or subconfiguration entries. The USER or IDENTITY statement can also set the
maximum storage amount that each particular virtual machine user can define using the DEFINE
STORAGE command.

For more information, see “USER Directory Statement” on page 612, “IDENTITY Directory Statement”
on page 506, “MAXSTORAGE Directory Statement” on page 544, and “STORAGE Directory Statement”
on page 604.

Plan for using saved segments. A saved segment is an area of virtual storage that holds data or
reentrant code. Defining frequently-used data as saved segments provides several advantages.

For more information, see z/VM: Saved Segments Planning and Administration.

Auxiliary Storage Planning and Administration

The following sections describe planning and administration tasks for CP-owned direct access storage
devices (DASDs), dedicated DASDs, DASDs for minidisks, DASDs for shared file pools, and virtual disks in
storage.

CP-Owned DASDs

CP-owned DASDs are used for the CP system residence volume, real system paging, spooling, directory
and dump space, and temporary disk space for virtual machines. Do the following for CP-owned DASDs:

6 z/VM:

Use HCM and HCD to define the DASD o, if needed, code an RDEVICE statement in the system
configuration file for the DASD. For more information on HCM and HCD, see z/0S and z/VM:
Hardware Configuration Manager User's Guide (https://www.ibm.com/docs/en/SSLTBW_2.5.0/pdf/
eequl00_v2r5.pdf) and z/VM: I/O Configuration. For more information on coding the RDEVICE

statement, see “RDEVICE Statement (DASD)” on page 232.
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Format CP-owned DASDs. Before CP can use a DASD as a CP-owned DASD, you must use the
CPFMTXA utility, or the Device Support Facilities (ICKDSF) program to format the DASD. However, using
ICKDSF is the recommended method to format DASD volumes for CP use. For more information on
CPFMTXA, refer to z/VM: CP Commands and Utilities Reference. For more information on ICKDSF, refer
to Device Support Facilities User's Guide and Reference.

Define a list of CP-owned volumes on the CP_OWNED system configuration file statement. For more
information, see “CP_OWNED Statement” on page 73.

Define the layout of the CP system residence volume on the FEATURES and SYSTEM_RESIDENCE
statements in the system configuration file. For more information, see “FEATURES Statement” on
page 154 and “SYSTEM_RESIDENCE Statement” on page 288.

Create a parm disk You must store system configuration files on a parm disk, which is a CMS-formatted
minidisk on the IPL volume. For more information, see “Using Configuration Files” on page 15.

Allocate temporary disk space to virtual machines. Use the MDISK directory statement to define
temporary disk space for virtual machines. Virtual machine users can enter the DEFINE command
to define temporary disk space when they need it. For more information, see “MDISK Directory
Statement” on page 546.

Dedicated DASDs

A dedicated DASD is a DASD that CP allocates exclusively to a virtual machine. Do the following for a
dedicated DASD:

Use HCM and HCD to define the DASD or, if needed, code an RDEVICE statement in the system
configuration file for the DASD. For more information on HCM and HCD, see z/0S and z/VM:
Hardware Configuration Manager User's Guide (https://www.ibm.com/docs/en/SSLTBW_2.5.0/pdf/
eequl00_v2r5.pdf) and z/VM: I/O Configuration. For more information on coding the RDEVICE
statement, see “RDEVICE Statement (DASD)” on page 232.

Code a DEDICATE statement in the virtual machine definition of the virtual machine to which you
dedicate the DASD. To dedicate the DASD after the user logs on, use the ATTACH command.

Set up a dedicated DASD so it can be shared with an operating system running on another
processor (using reserve/release). For more information, see “Sharing DASD between One Virtual
Machine and Other Systems Using Real Reserve/Release” on page 666.

Note: If the DASD has not been used previously by the virtual machine's operating system, it must be
initialized by the user after it is attached.

DASDs Used for Minidisks

To use a DASD to provide minidisks for virtual machines, do the following:

Use HCM and HCD to define the DASD o, if needed, code an RDEVICE statement in the system
configuration file for the DASD. For more information on HCM and HCD, see z/0S and z/VM:
Hardware Configuration Manager User's Guide (https://www.ibm.com/docs/en/SSLTBW_2.5.0/pdf/
eequl00_v2r5.pdf) and z/VM: I/O Configuration. For more information on coding the RDEVICE
statement, see “RDEVICE Statement (DASD)” on page 232.

Define on the USER_VOLUME_LIST statement in the system configuration file a list of volumes you
use to contain minidisks. For more information, see “USER_VOLUME_LIST Statement” on page 312.

Note that you can also define minidisks on CP-owned volumes if the CP-owned volume is formatted
appropriately. Although you may use the CPFMTXA utility, it is recommended that you use the Device
Support Facilities (ICKDSF) program to format DASD volumes for CP use. For more information on the
CPFMTXA utility, see z/VM: CP Commands and Utilities Reference. For more information on ICKDSF, see
Device Support Facilities User's Guide and Reference.

Define minidisks for users. Use the MDISK directory statement to define a minidisk for a virtual
machine. Use the LINK directory statement to define a link to another user's minidisk. The virtual
machine for which the minidisk is defined is responsible for formatting it. For more information, see
“MDISK Directory Statement” on page 546 and “LINK Directory Statement” on page 529.
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In an SSI-enabled directory, MDISK definitions can be global or local. A global MDISK definition is
included in a user or identity entry and the minidisk being defined can be linked by virtual machines
on any member of the SSI cluster. A local MDISK definition is included in a subconfiguration entry and
the minidisk being defined can be linked only by virtual machines on the SSI member to which the
subconfiguration entry applies.

Note: CP and the directory program do not prevent you from defining minidisks that overlap. If you
define such overlap, you assume responsibility for data integrity. You can use the Directory Maintenance
Facility (DirMaint) optional feature of z/VM to assist in managing the user directory.

« Set up a minidisk so it can be shared with an operating system running on another processor and
with other virtual machines (using reserve/release). For more information, see “Sharing DASD among
Multiple Virtual Machines by Using Virtual Reserve/Release” on page 663.

DASD Space Used for Shared File Pools

To define file pools, you need to estimate how large each file pool will become. Also define one or more
virtual machines to be used for file pool service machines. In so doing, you must decide what the initial
DASD storage for the file pool will be.

For information on generating a file pool, refer to z/VM: CMS File Pool Planning, Administration, and
Operation.

Virtual Disks in Storage

A virtual disk in storage is the temporary simulation of an FBA minidisk in an address space in host
storage. Because a virtual disk in storage is not mapped to a real DASD, having a real FBA DASD in the
system configuration is not required. By avoiding the I/O overhead, virtual disks in storage may be faster
to use than other minidisks.

There are two ways to define a virtual disk in storage:

« Using the DEFINE command. This creates a private (nonshareable) virtual disk in storage that is
destroyed when the user detaches it or logs off.

There is a limit on the amount of storage that can be allocated for virtual disks in storage created

by a single user using the DEFINE command. This is called the user limit. The built-in default for

the user limit is 0. You can override the built-in default by defining the user limit on the FEATURES
statement in the system configuration file or by using the SET VDISK command. For more information,
see “FEATURES Statement” on page 154.

- Using the MDISK directory statement. This creates a shareable virtual disk in storage. Use the LINK
directory statement to define a link to another user's virtual disk in storage. A shareable virtual disk in
storage is created when the first user links to it (the owner links to it by logging on) and destroyed when
the last user detaches it or logs off. The first user must initialize or format the virtual disk in storage. For
more information, see “MDISK Directory Statement” on page 546 and “LINK Directory Statement” on
page 529.

Note: An MDISK statement for a virtual disk in storage can be included only in a user entry or
subconfiguration entry. The scope of the virtual disk in storage is local, which means it can be shared
only with users on the system where it is created.

There is a limit on the total amount of storage that can be allocated for virtual disks in storage on the
system. This is called the system limit. The built-in default for the system limit is the minimum of:

— The amount of virtual storage that can be represented by one-quarter of the usable dynamic paging
area (DPA) below 2 GB (based on the fact that each gigabyte of virtual disk defined requires 2050
pages of real storage below 2 GB)

— The amount of storage represented by one-quarter of the paging space defined for CP use.
You can override the built-in default by defining the system limit on the FEATURES statement in the

system configuration file or by using the SET VDISK command. For more information, see “FEATURES
Statement” on page 154.
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Guests, servers, and other applications that use FBA minidisks can use virtual disks in storage without
recoding. Because of their volatility, virtual disks in storage should not be used for permanent data; work
files and other files that hold temporary results may be appropriate for virtual disks in storage. For an
example of coding VSE guests to use a virtual disk in storage for storing label information areas and the
cross system communication file (lock file), see z/VM: Running Guest Operating Systems.

Terminals

The following list describes tasks for terminals and where to find information about each task:

For all real terminals use HCM and HCD to define them or code an RDEVICE statement
in the system configuration file. For more information on HCM and HCD, see z/0S and z/VM:
Hardware Configuration Manager User's Guide (https://www.ibm.com/docs/en/SSLTBW_2.5.0/pdf/

eequl00_v2r5.pdf) and z/VM: I/O Configuration. Otherwise, see “RDEVICE Statement (Graphic Display

Devices)” on page 235.

Define primary and alternate system consoles using HCM and HCD or define primary and alternate
system consoles on either the OPERATOR_CONSOLES or EMERGENCY_MESSAGE_CONSOLES
statement in the system configuration file. For more information on HCM and HCD,

see z/0S and z/VM: Hardware Configuration Manager User's Guide (https://www.ibm.com/
docs/en/SSLTBW_2.5.0/pdf/eequl00_v2r5.pdf) and z/VM: I/O Configuration. Otherwise, see either
“EMERGENCY_MESSAGE_CONSOLES Statement” on page 140 or “OPERATOR_CONSOLES Statement”
on page 213.

To define a virtual machine operator console for a virtual machine, code the CONSOLE directory
statement in the virtual machine definition for a user. For more information, see “CONSOLE Directory
Statement” on page 481.

Define terminals for virtual machines. To define a terminal for a virtual machine, code the DEDICATE
or SPECIAL directory statements, or both, in the virtual machine definition for a user. For more
information, see “DEDICATE Directory Statement” on page 496 and “SPECIAL Directory Statement”

on page 593.

Unit Record Devices

The tasks for a unit record device depend on whether the unit record device is (a) dedicated to a virtual
machine or (b) used for spooling.

Dedicated Unit Record Devices

To dedicate a unit record device to a virtual machine, perform the following;:

« Use HCM and HCD to define the device or code an RDEVICE statement in the system configuration

file for the device. For more information on HCM and HCD, see z/0S and z/VM: Hardware Configuration
Manager User's Guide (https://www.ibm.com/docs/en/SSLTBW_2.5.0/pdf/eequl00_v2r5.pdf) and
z/VM: I/0O Configuration. Otherwise, see:

— “RDEVICE Statement (Card Punches)” on page 226
— “RDEVICE Statement (Card Readers)” on page 228
— “RDEVICE Statement (Impact Printers)” on page 239
— “RDEVICE Statement (3800 Printers)” on page 251

- Code a DEDICATE statement in the virtual machine's definition. The virtual machine user is

responsible for other device tasks (such as creating image libraries for dedicated 3800 printers, defining
forms control buffers, and so on). For more information, see “DEDICATE Directory Statement” on page
496.

Spooled Unit Record Devices

To use a unit record device for spooling, perform the following:
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« Use HCM and HCD to define the device or code an RDEVICE statement in the system
configuration file for each unit record device you use for spooling. For more information on HCM
and HCD, see z/0S and z/VM: Hardware Configuration Manager User's Guide (https://www.ibm.com/
docs/en/SSLTBW_2.5.0/pdf/eequl00_v2r5.pdf) and z/VM: I/O Configuration. Otherwise, see “RDEVICE
Statement” on page 223.

- Create a list of user form names and their corresponding operator form numbers on either the
FORM_DEFAULT or USERFORM statements. For more information, see “FORM_DEFAULT Statement”
on page 169 or “USERFORM Statement” on page 304.

- Specify classification titles for specific classes of spooled output on the PRINTER_TITLE statement.
For more information, see “PRINTER_TITLE Statement” on page 217.

« Define forms control buffers (FCBs) and universal character sets (UCSs) for 3203, 3211, 3262,
4245, and 4248 printers. For more information, see Chapter 13, “Creating and Modifying Image
Libraries for Printers,” on page 399.

« Define image libraries for 3800 and impact printers. For more information, see Chapter 13, “Creating
and Modifying Image Libraries for Printers,” on page 399.

- Define spooled unit record devices for virtual machines. For more information, see “SPOOL Directory
Statement” on page 598.

Performance Planning and Administration

The performance characteristics of an operating system are dependent on such factors as choice of
hardware, the total number of users on the system during peak periods, functions being performed by
the system, and the way system parameters are set up. You can improve performance to some degree by
the choice of hardware and system options. The following general tasks pertain to improving your z/VM
system efficiency:

« Plan how you will handle performance monitoring, measurements, improvements, and problems.
Become familiar with the CP monitor facility and the facilities you can manipulate to change the
performance characteristics of the system as a whole or of selected virtual machines.

« Before you decide which performance options to apply, monitor the system's current performance. This
will help you determine which options would most likely give the system a performance gain and where
performance bottlenecks are occurring. The CP monitor facility collects such data, which can then be
processed to produce statistics to give you an understanding of system operation.

« Perform system tuning to do any of the following:
— Process a larger or more demanding work load without increasing the system configuration
— Obtain better system response or throughput

— Reduce processing costs without affecting service to users.

Details on system tuning can be found in z/VM: Performance.

I/0 Reconfiguration in z/VM

z/VM supports the hardware dynamic I/O configuration facility. This facility allows you to dynamically
add, delete or modify the I/O configuration of the processor without requiring a power-on reset of the
processor or IPL of z/VM.

z/VM support allows the system administrator or system operator to use the HCM/HCD interface or CP's
dynamic I/O configuration commands to change the I/O configuration of the processor without a re-IPL of
z/VM or a power-on reset of the processor.

In addition to the HCM/HCD interface and the CP commands to dynamically alter the I/O configuration of
the machine, other I/O commands allow you to:

« Query the logical partitions on a machine
« Query the channel paths
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« Query the status of channel paths to devices

For more information on z/VM support of dynamic I/O configuration, please see z/VM: I/0O Configuration.

OpenExtensions Planning

Planning for OpenExtensions involves setting up the OpenExtensions facilities in z/VM that allow
users to run POSIX applications. These tasks involve assigning POSIX security values to users (by
specifying certain system configuration file statements and CP directory statements) and setting up
the OpenExtensions Byte File System. For an overview of how to set up OpenExtensions, see z/VM:
OpenExtensions User's Guide.

Planning for Multisystem Environments

Additional planning and configuration tasks are required to enable a z/VM system to participate in a
multisystem environment:

« Plan for a z/VM single system image (SSI) cluster. A z/VM SSI cluster offers a comprehensive
clustering solution that includes multisystem installation, single point of maintenance, autonomic
minidisk cache management, and virtual server mobility. For additional information, see Chapter 29,
“Setting Up z/VM Single System Image Clusters,” on page 711.

« Plan for cross-system link (XLINK). The XLINK function extends CP link protocols to control normal,

stable, and exclusive read or read/write access across multiple z/VM systems for minidisks on shared
DASD. For additional information, see Appendix C, “Using Cross-System Link (XLINK),” on page 839.
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Configuring Your System

Chapter 2. Configuring Your System

This chapter provides an introduction to the files that define the configuration of your system.

Specifying System Configuration Information

Most of the information about the configuration of your system is defined in the system configuration file,
which is a CMS data file. Additional configuration information is defined in the user directory files. You can
also define the characteristics of screen logos in a logo configuration file. While the system is running, you
can dynamically change many of these system characteristics by issuing various CP commands.

This chapter provides an overview of the configuration files and what they contain. The following chapters
provide additional information about configuring your system:

« Chapter 4, “Defining I/O Devices,” on page 27 discusses considerations for defining I/O devices.

Chapter 6, “The System Configuration File,” on page 47 describes the system configuration file in more
detail.

Chapter 7, “The Logo Configuration File,” on page 333 describes the logo configuration file in more
detail.

Chapter 19, “Redefining Command Privilege Classes,” on page 445 describes the user class structure.

Chapter 20, “Creating and Updating a User Directory,” on page 455 describes how to define the user
directory.

Using Configuration Files

The system configuration file and the logo configuration file, as well as any files that these configuration
files imbed, are stored on the parm disk. The parm disk is a regular CMS-formatted minidisk that you
identify to CP by writing an allocation map on the IPL volume marking the location of the minidisk. The
parm disk is accessed at IPL time, and configuration information is read from the configuration files stored
on the disk.

To place configuration information on the parm disk, you must do the following:

1. Choose a CMS-formatted minidisk on the IPL volume on which you plan to place configuration files. (If
the minidisk is not CMS-formatted, the system will enter a wait state when you try to use it.)

2. Run the ICKDSF utility to rewrite the allocation map on the IPL volume to mark a parm disk extent that
covers the location of the minidisk. See the Device Support Facilities User's Guide and Reference for
details on formatting and allocating DASD volumes using ICKDSF.

3. Place a system configuration file (called SYSTEM CONFIG by default), a logo configuration file (called
LOGO CONFIG by default), or both, on the parm disk. Other names can be used for these files. You can
specify the name of the system configuration file when you IPL. For more information, see Passing IPL
Parameters in z/VM: System Operation. You can specify a name for the logo configuration file inside the
system configuration file. Place any logo picture files on this disk also.

Note: Although the system control file (HCPSYS ASSEMBLE), system real I/O configuration file (HCPRIO
ASSEMBLE), and system logo definition file (HCPBOX ASSEMBLE) are still supported, IBM strongly
recommends that you use configuration files to define your system. Using the ASSEMBLE files is more
difficult and error-prone, requires availability and knowledge of the necessary level of the IBM High Level
Assembler licensed program (or an equivalent product), does not support recent CP enhancements, and
requires rebuilding the CP module after making changes.

The HCPSYS ASSEMBLE file supplied with z/VM contains no system definitions. The supplied HCPRIO
ASSEMBLE file contains only an RIOGEN CONS=DYNAMIC macro to indicate that console addresses are
defined in the system configuration file. The supplied HCPBOX ASSEMBLE contains default system logos.

For information about the system definition macros, see the z/VM 6.2 edition of this document.
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A default SYSTEM CONFIG file is created at installation time. You can update this file or create your own
system configuration file using the editor of your choice.

During the IPL process, CP tries to access the first parm disk that is marked in the allocation map on
the IPL volume. If there is a parm disk marked, and if the disk locations matching the extent represent a
CMS-formatted minidisk, CP attempts to read the system configuration file from the disk.

The format of the system configuration file is described in “What You Can Specify in the System
Configuration File” on page 16. If CP finds a file called SYSTEM CONFIG (or the name you specify

on IPL), it examines the contents of the file and applies any changes requested in the file to the system
configuration. Values defined in the system configuration file override any values defined in HCPSYS
ASSEMBLE and HCPRIO ASSEMBLE. If CP finds a file called LOGO CONFIG (or the name defined in the
system configuration file), it uses the contents of that file to override all the logo characteristics set in
HCPBOX ASSEMBLE.

Before the first prompt, which asks you what method of system initialization you need, the system
displays information about the parm disk. After the system is up and running, you can use the QUERY
CPLOAD command to find out whether CP accessed a parm disk, and if so, what that disk was.

What You Can Specify in the System Configuration File

The system configuration file defines the basic characteristics of your system and allows you to define
many system options, such as:

« The name and members of a single system image (SSI) cluster.

« The devices CP should bring online at IPL time

« The time zone CP should select at IPL time from a list of time zones

« Whether CP should autolog special user IDs at IPL time, such as the accounting and symptom user IDs
« The contents of most translation tables defined in CP

« Whether CP should automatically attempt a warm start without changing the TOD clock at IPL time

« The number of buffers CP provides for the retrieving of command lines

« The characters used as default terminal characters, such as the line end character and the line delete
character

« The defaults that will be used for querying other users' POSIX database information and having their
POSIX security values changed

« The IODF that HCD will use to control CP's I/O configuration
« Whether multithreading is enabled
Note: You cannot define the size of real storage in the system configuration file. You can define an amount

of storage less than the configured real storage by specifying the STORE parameter when you IPL. For
more information, see Passing IPL Parameters in z/VM: System Operation.

Contents of the System Configuration File

The following sections contain a brief description of some of the statements that you can specify in
the system configuration file. For complete descriptions of all the system configuration statements and
general rules for coding a system configuration file, see Chapter 6, “The System Configuration File,” on

page 47.

The Bare Minimum
You must include the following statements for the system to come up:

« CP_OWNED defines a volume in the CP-owned volume list. After the system is running, you can use the
DEFINE CPOWNED command to change this list. (To make the change permanent, update the system
configuration file.)

- SYSTEM_RESIDENCE specifies the location of the checkpoint and warm start areas.
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« OPERATOR_CONSOLE defines a list of console addresses from which CP should choose the operator
console.

These three statements are all that the system really needs to come up and start running.

Other Important Statements
You may also want to include the following statements:

« SYSTEM_IDENTIFIER and SYSTEM_IDENTIFIER_DEFAULT define system names for the processors on
which you run z/VM.

« TIMEZONE_DEFINITION and TIMEZONE_BOUNDARY enable the system to choose the correct local
time zone definition.

« IODF indicates that HCM and HCD will control the hardware and optionally the software I/O
configuration.

« SSIidentifies the name and members of a single system image (SSI) cluster, and identifies the location
of the persistent data record (PDR) for the cluster.

Real Devices

The statements previously listed are the most basic ones that you need to get your system running and to
give it an identifier and a local time. You can customize your system further with the other statements. For
example, if you are not using HCM and HCD to control your software I/O configuration, you can define real
devices to the system and establish characteristics for them using the following statements:

« RDEVICE defines real I/O devices that do not respond to a sense ID request and I/O devices that need
more defining information than a sense ID request returns (for example, printers and communications
controllers). After the system is running, you can use the SET RDEVICE command to define or redefine
real devices.

See Chapter 4, “Defining I/0 Devices,” on page 27 for information about which devices may need to be
defined with RDEVICE statements.

« DEVICES tells CP whether to bring specified devices online, accept and build real device blocks for
specified devices, and use the information returned from a sense ID request to help define a device.
It is recommended that you let CP bring all devices online at IPL, and that you let CP use the sense
information.

« HOT_IO_RATE specifies the maximum unsolicited interrupt rate for real devices.
You can control operations on real DASD using the following statements:

« DRAIN stops new allocations of certain types of space on the DASD.
« START restarts a DASD after it has been drained.

After the system is running, you can use the DRAIN (Disk) and START (Disk) commands to perform the
same functions as the DRAIN and START statements.

User Volume List

You can generate and change the user volume list using the following statements:

« USER_VOLUME_LIST generates the user volume list.

« USER_VOLUME_EXCLUDE and USER_VOLUME_INCLUDE specify volumes to be excluded from or
included in the user volume list. These statements can use wildcard characters (% and *) in defining
volume serial identifiers.

Cross-System Link Operations

You can control cross-system link (XLINK) operations using the following statements:
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XLINK_DEVICE_DEFAULTS changes the defaults for the location and format of the CSE area for specific
DASD types.

XLINK_SYSTEM_INCLUDE and XLINK_SYSTEM_EXCLUDE specify the systems to be included in or
excluded from cross-system link protection.

XLINK_VOLUME_INCLUDE and XLINK_VOLUME_EXCLUDE specify the DASD volumes to be included in
or excluded from cross-system link protection.

Other System Attributes

You can set other attributes of your system using the following statements:

EMERGENCY_MESSAGE_CONSOLES specifies a list of consoles that CP should notify if there is an
impending abnormal end or other system emergency. If you do not include this statement, CP uses the
list specified on the OPERATOR_CONSOLES statement for the list of emergency consoles as well.

STORAGE allocates real storage and trace frames.

JOURNALING specifies characteristics of the system's journaling facility. After the system is running,
you can use the QUERY and SET JOURNAL commands to work with the journaling facility.

PRIV_CLASSES changes the privilege classes authorizing certain CP functions.

SYSTEM_USERIDS specifies user IDs that perform special functions during and after IPL. These user
IDs identify the virtual machines that handle accounting records, system dump files, EREP records, and
symptom records; the operator and startup user IDs are also specified.

FEATURES sets several different attributes of the system. These attributes include:

— Trying an automatic warm start without changing the TOD clock
— Clearing TDISK DASD space automatically

— Enabling the new LOGMSG support that causes CP to read log message information from disk files
instead of the warm start area

— Giving end users the authority to change their own privilege classes, and privileged users the
authority to change the privilege classes of other users logged on to the system

— Establishing the largest number of users who may be logged on to the system at one time

— Enabling the facility that suppresses the password on the command line for AUTOLOG, LOGON, and
LINK commands.

— Allowing PCI functions to come online to the system for use.

CHARACTER_DEFAULTS specifies default characters, such as the line end character and the character
delete character.

USER_DEFAULTS determines what the defaults will be for:

— The global lines per page value for all virtual printers and consoles that are defined on the system,
and

— Querying other users' POSIX database information and having their POSIX security values changed.

— TRANSLATE_TABLE specifies replacements for the standard translation tables that CP uses to
accomplish certain tasks.

CPXLOAD loads a file containing customer-written CP routines.

MULTITHREADING specifies whether multithreading is enabled or disabled, and defines system options
that can be customized if multithreading is enabled.

CRYPTO APVIRTUAL specifies the APs and domains for shared crypto use.
PRODUCT defines a product or feature to the system.

Semantic and Syntactic Statements

The following statements affect the way that your system processes the system configuration file:

BEGIN and END identify blocks of statements that apply to particular systems.
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« EQUATE creates names for groups of systems that all have something in common and should, therefore,
be treated similarly. You can use system names or nicknames created by EQUATE statements to preface
statements that should only apply to certain systems.

- IMBED specifies the name and type of a file to be imbedded into the system configuration file.

« TOLERATE_CONFIG_ERRORS controls whether a section of the system configuration file must be
without errors when CP processes it.

Spool File Processing
The following statements affect the way that your system processes spool files:

« FORM_DEFAULT defines default user form names for CP to use when it creates files on virtual printers,
punches, consoles, or real card readers.

« PRINTER_TITLE specifies the printed output classes that are to contain classification titles.
« USERFORM creates a list of user form names and their corresponding operator form numbers, and can

specify the forms as NARROW so that a narrow separator page is printed.
CP File System

CP_ACCESS statements direct CP to access CMS-formatted minidisks that contain information that CP can
use at run time. Each CP_ACCESS statement specifies a CMS-formatted minidisk that CP should access
after it brings the user directory online. After the system is up and running, you can use the CPACCESS
command to perform the same function as the CP_ACCESS statement.

Logo Processing

LOGO_CONFIG specifies the name of a logo configuration file for CP to use.

What You Can Specify in the Logo Configuration File

You can use the logo configuration file to override all of the default logo information specified in the
HCPBOX ASSEMBLE file included in the CP nucleus. You can change four logo pictures:

« Normal logo

« Minimum screen logo

« Basic logo

« Spooling logo

You can use statements in the logo configuration file to choose logo pictures for logical devices, SNA
terminals, and locally attached terminals. CP can choose pictures for logical devices based on the user ID
of the virtual machine that created the device, for SNA terminals based on the user ID of the VSM that

is managing the terminal, and for locally attached terminals based on their device addresses. It can also
choose pictures for locally attached terminals or logical devices based on the size of their screens.

You can also use the logo configuration file to define the contents of the following fields:

- The command area

« The input area at the bottom of the logo screen, and the layout of this area
« The online message found at the top of each logo screen

« The status areas (such as VM READ and CP READ)

Unless you specify a different file name and file type in the system configuration file, CP looks for a file
called LOGO CONFIG after it has processed the system configuration file. If CP has accessed a parm disk
successfully, it attempts to process a logo configuration file even if it does not find a system configuration
file on the parm disk. After the system is up and running, you can use the REFRESH LOGOINFO command
to change this information.
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Contents of the Logo Configuration File
The logo configuration file contains the following four statements:

+ CHOOSE_LOGO

« INPUT_AREA
ONLINE_MESSAGE
« STATUS

For complete descriptions of these statements and information about creating a logo configuration file,
see Chapter 7, “The Logo Configuration File,” on page 333.

Choosing Logo Picture Files

The CHOOSE_LOGO statement is the most complex of these statements. The CHOOSE_LOGO statement
defines the logo picture files that CP uses for the following:

« Locally attached terminals. You can select certain pictures for certain terminal addresses.
« Terminals logging on through logical devices

« Terminals managed by certain VTAM® service machines (VSMs)

- Separator pages of printed output.

You can also select a different logo picture file for each locally attached terminal and different picture
files for terminals logging on through different user IDs. You can specify a logo picture file to appear on
screens that are too small to accommodate the picture that another statement has specified for them.

Input Area

The INPUT_AREA statement contains information defining the layout of the input area that contains the
user ID, password, and command areas of the logo screen. You can specify the number of lines each
field should have, where the fields should appear, and the text that surrounds each area. You can use the
CHOOSE_LOGO statement to put specific text into the command area; this text appears by default on the
logo screen. This option is helpful for systems on which users often dial through to PVM or VTAM. For
example, you can include the text DIAL VTAM in the command area.

Online Messages

The ONLINE_MESSAGE statement specifies the file that contains the online message that you want to
appear at the top of the logo screen. You can change this message to show the date that the system was
brought online, the version of z/VM that you are running, or whatever other information you may want.

Status Area

The STATUS statement specifies the text that appears in the bottom right corner of the screen. You can
use this statement to change the contents of the status area to mixed case (for example, RUNNING to
Running) or to change the text entirely.
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Chapter 3. Understanding the CP File System

This chapter describes:

Initial state of the CP file system
Changing the list of disks accessed by CP
« Performance considerations

Displaying the contents of CP-accessed minidisks
- Changing information on CP-accessed minidisks.

Initial State of the CP File System

After CP has read and processed the system and logo configuration files, it releases the temporary link
and access that it established to the parm disk. The IPL process continues as it would if there had been no
parm disk present. CP then prompts the operator with the options for the type of start:

17:10:58 Start ((Warm|Force|COLD|CLEAN) (DRain) (DIsable) (NODIRect))
17:10:58 (NOAUTOlog)) or (SHUTDOWN)

If you choose to start with no options or with any option other than NODIRECT, CP tries to bring the user
directory online after it has performed the requested spool file initialization. After the user directory is
brought online, CP tries to access any minidisks specified on the CP_ACCESS statements in the system
configuration file. If no such statements exist, CP will not have any minidisks accessed. For example, to
determine what minidisks (if any) CP has accessed, issue the following command:

query cpdisks

If no disks are accessed, you receive the following response:

No disks accessed.
Ready;

If a FEATURES statement in your system configuration file instructed CP to use log messages from files
on CP-accessed minidisks, there would be no log message data because CP does not have any minidisks
accessed. For example, to determine if any log message data exists, issue the following command:

query logmsg
And receive the response:

There is no logmsg data
Ready;

If CP had processed a logo configuration file at IPL time and the logo configuration file statements
referred to logo picture files, an input area file, or an online message file, CP displays the standard system
logo defined in HCPBOX ASSEMBLE on all terminals (because CP does not have any minidisks accessed).

Therefore, depending on information in your system and logo configuration files, CP may look for files on
CP-accessed minidisks when it needs to find log message files or logos. If you had placed one or more
CP_ACCESS statements in your system configuration file, the response to the QUERY CPDISKS command
after an IPL might be similar to the following:

Label Userid Vdev Mode Stat Vol-ID Rdev Type  StartlLoc EndLoc
PROD1 MAINT 0300 A R/0 ESARES OAGF ECKD 2400 2449
BACKUP MAINT 0301 B R/0 ESARES OAOF ECKD 2450 2499
Ready;
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This response indicates that MAINT's 300 and 301 disks are accessed by CP. Unless you specify
otherwise, CP accesses these disks in stable-read (SR) mode so that while CP only has read-only access
to the minidisks, no other user can obtain a write link to the minidisk. In this case, if a user requests

a copy of the log messages, CP reads files on the CP-accessed minidisks (MAINT's 300 and 301) and
displays the contents of one or more files at the user's terminal. If a user switches on a terminal, CP can
construct a logo from information contained in logo picture files, an input area file, and an online message
file on the CP-accessed minidisks.

Changing the List of Disks Accessed by CP

As previously discussed, the CP_ACCESS statements in the system configuration file define the initial list
of disks accessed by CP. After the system is up and running, you can change the list of disks that CP
searches for log message and logo information without having to shut down and restart the system. The
CPACCESS and CPRELEASE commands are similar to the CMS ACCESS and RELEASE commands in that
they enable privileged users to modify the list of CP accessed disks. However, unlike the CMS ACCESS and
RELEASE commands, the CPACCESS and CPRELEASE do not affect any operations in the virtual machine
where the command was issued. Instead, they instruct CP to modify its list of accessed minidisks. For
example, to release a disk accessed by CP, issue the following command:

cprelease a

You receive these responses:

CPRELEASE request for disk A scheduled.
Ready;
CPRELEASE request for disk A completed.

If you issue QUERY CPDISKS, you see that in this case, CP has only a single disk accessed, and all the logo
and log message information have to be on this disk.

Label Userid Vdev Mode Stat Vol-ID Rdev Type StartlLoc EndLoc
BACKUP MAINT 0301 B R/0 ESARES OAGF ECKD 2450 2499
Ready;

You can also add to the list of minidisks accessed by CP. For example, to add MAINT's 400 disk to the list
of disks accessed by CP, issue the following command:

cpaccess maint 400 a

You receive these responses:

CPACCESS request for mode A scheduled.
Ready;

CPACCESS request for MAINT's 0400 in mode A completed.

To determine which disks are now accessed, issue QUERY CPDISKS. You receive this response:

Label Userid Vdev Mode Stat Vol-ID Rdev Type  StartlLoc EndLoc
PROD2 MAINT 0400 A R/0 XAUSR8 0B12 CKD 2300 2349
BACKUP MAINT 0301 B R/0 ESARES OAQF ECKD 2450 2499
Ready;

You are only authorized to request that CP should access a minidisk if you have the authority to link to the
minidisk yourself. To have CP access the minidisk in SR mode (the default), you must be authorized to link
to the disk in SR mode yourself.

Whenever CP needs to display the log message or create a logo, it tries to read files from the minidisks
that it currently has accessed.
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Performance Considerations

Because CP tries to read files from CP-accessed minidisks whenever it displays log messages or logos,
it may read certain files on the minidisks many times. Rather than reading these files from the minidisks
each time, CP can cache the files in storage. Then, every time the files have to be read, CP does not have
to wait for a copy of the files to be read from DASD because their contents are already in storage.

For example, to cache certain files that reside on CP-accessed minidisk, issue the following CPCACHE
command:

cpcache sna% logms* a
2 file(s) cached.
Ready;

The response to the command indicates that 2 files were placed in storage as a result of the CPCACHE
command. CPCACHE accepts the use of wildcard characters (% and *) to specify files that it should cache.

You can also give CP a list of files to read into storage whenever it accesses the minidisk. You do this by
creating a file called CPCACHE FILES, which contains the list of files, and placing the file on the minidisk
that CP accesses. This is an example of a CPCACHE FILES file:

* logms* /* Cache all log message related files x/

sna%  logo /* Cache all SNA logo picture files */

online message /* Cache the file that contains the
"VM/ESA Online" message */

CP attempts to read CPCACHE FILES on any minidisk it accesses, whether the access attempt is the result
of a CPACCESS command or CP_ACCESS statements found in the system configuration file.

CP removes the appropriate cached files from storage when a CPRELEASE or CPACCESS command is
issued for the minidisk from which the files were loaded. If the files were loaded into storage as a result
of the CPCACHE command (rather than a CPCACHE FILES file), you have to issue the CPCACHE command
again when CP reaccesses the disk.

Displaying the Contents of CP-Accessed Minidisks

Just as you can use the CMS LISTFILE command to display what files are on accessed minidisks,
privileged users can use the CP CPLISTFILE command to display what files are on CP-accessed minidisks.
For example, to display the LOGO files found on a CP-accessed minidisk, issue the following CPLISTFILE
command:

cplistfile * logo a

The response displays the file name and file type of the file, its format and size, the date it was last
modified, and whether the file is currently cached:

Filename Filetype FM Fmt LRecL Recozrds Date Time Cache
DEFAULT LOGO A F 80 15 10/30/91 21:15:15 No
08E6 LOGO A F 80 23 02/20/92 08:12:56 No
LDEV LOGO A F 80 15 11/30/91 21:14:50 No
LOCAL LOGO A F 80 15 09/16/91 23:17:42 No
MOD5 LOGO A F 132 15 10/30/91 21:13:53 No
PVM LOGO A F 78 15 10/30/91 21:15:02 No
SNAL LOGO A F 78 15 11/29/91 12:32:35 Yes
SNA2 LOGO A F 78 15 10/30/91 21:14:35 Yes
SYSTEM LOGO A F 80 15 10/30/91 21:14:29 No
TCPIP LOGO A F 78 15 01/27/92 20:22:09 No

Ready;

To display certain statistics about files on CP-accessed minidisks, issue:

cplistfile snax logo a statistics

The response looks similar to this:
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Filename Filetype FM Opens Closes
SNAL1 LOGO A 27 26
SNA2 LOGO A 57 56
Ready;

Finally, to display the contents of a file that resides on a CP-accessed minidisk, issue:

cptype cpcache files a

And, receive this response:

* logms* /* Cache all log message related files %/
sna%  logo /* Cache all SNA logo picture files */
online message /* Cache the file that contains the

"VM/ESA Online" message */
Ready;

You are authorized to display the contents of files using the CPTYPE command only if you have the
authority to link to the minidisk on which the files reside.

Changing Information on CP-Accessed Minidisks

If your system configuration file contains a FEATURES statement that instructs CP to construct log
messages from information in files on CP-accessed minidisks, you can no longer use the SET LOGMSG
command to alter the contents of the log message. Instead, you must do the following:

1. Issue a CPRELEASE command to have CP remove the minidisk from its list of accessed disks.

2. Issue the CP LINK command and CMS ACCESS command to link and access the target minidisk in write
mode.

3. Edit the files that contain the log messages for your system.

4. Issue the CMS RELEASE command and the CP DETACH command to release the minidisk and detach it
from your virtual machine.

5. Issue a CPACCESS command to have CP add the minidisk to its list of accessed disks.

Even though you could have CP maintain read-only access to the disk while you are editing the files, it

is recommended that you remove the disk from CP's list of accessed disks first. When CP accesses a
minidisk, it reads the minidisk's file directory into storage. Any subsequent changes to the minidisk are
not reflected into the file directory CP keeps in storage until you issue a CPACCESS command to have CP
reaccess the minidisk. If you change files on the minidisk while CP has access to it, users may receive
incorrect output in response to commands such as QUERY LOGMSG.

On the other hand, you may encounter another problem if you tell CP to remove the minidisk from its list
of accessed minidisks before you make your change. If the minidisk you are changing is the only one that
contained log message information, and a user issued a QUERY LOGMSG command while you were in the
process of changing the log message, CP would find no log message files and would respond that no log
message data existed.

For example,

query cpdisks

Label Userid Vdev Mode Stat Vol-ID Rdev Type StartlLoc EndLoc
PROD1 MAINT 0300 A R/0 ESARES OAGF ECKD 2400 2449
Ready;

cprelease a

CPRELEASE request for disk A scheduled.
Ready;

CPRELEASE request for disk A completed.

query logmsg
There is no logmsg data
Ready;
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It is recommended that to change the contents of minidisks that are accessed by CP, you should work
with at least two disks. When you instruct CP to release one minidisk in order to change files on the
minidisk, CP can still read information from the second minidisk.

For example:

query cpdisks

Label Userid
PROD1 MAINT
BACKUP MAINT
Ready;

cprelease a

CPRELEASE request for disk A scheduled.
Ready;

CPRELEASE request for disk A completed.

link maint 300 300 wr
Ready;

access 300 a
Ready;

xedit system logmsg a
Ready;

release a (detach
Ready;

cpaccess maint 300 a
CPACCESS request for mode A scheduled.
Ready;

Vdev Mode Stat Vol-ID Rdev Type
0300 A R/0 ESARES OAOF ECKD
0301 B R/0 ESARES OAOF ECKD

StartlLoc EndLoc
2400 2449
2450 2499

CPACCESS request for MAINT's 0300 in mode A completed.

You can now tell CP to release the B disk (MAINT's 301) and update it to contain the new SYSTEM

LOGMSG file that you placed on MAINT's 300 disk.

You can update logo picture files, input area files, and online message files in a similar manner. CP uses
the changed files as soon as the CPACCESS request for the minidisk completes.
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Chapter 4. Defining I/0 Devices

There are four methods that can be used to define I/O devices to CP during IPL:

« Allow CP to dynamically sense the devices
- Use RDEVICE statements or EDEVICE statements in the system configuration file
« Use RDEVICE macroinstructions in the HCPRIO ASSEMBLE file

« Use Hardware Configuration Manager (HCM) and Hardware Configuration Definition (HCD) to define the
devices.

The first three methods can be used in combination with each other, but typically CP senses the devices
and only those devices requiring additional definition will have an RDEVICE statement or an EDEVICE
statement in the system configuration file. Generally, the HCPRIO ASSEMBLE file is used only in special
circumstances, because updating the file requires rebuilding the CP module. It is recommended that
the tables in this chapter be used to determine how, and if, a given device should be defined in the
system configuration file. If a configuration file statement is listed as "not required", then no definition

is required and VM will dynamically determine the device characteristics through device sensing. There
may be cases where a configuration file statement, although "not required”, should be used to specify
additional options or features, or both. Devices not found in the tables are either unsupported or require
an RDEVICE macroinstruction in HCPRIO.

To use HCM and HCD to define devices to CP, an IODF statement that specifies both an IODF and an
osconfig name must be specified in the system configuration file. In this case, all devices are defined

by HCD (except older and unsupported devices, which still can be defined in HCPRIO ASSEMBLE)

and device sensing and RDEVICE statements or EDEVICE statements in the system configuration file
cannot be used. For information about using HCM and HCD, see z/0S and z/VM: Hardware Configuration
Manager User's Guide (https://www.ibm.com/docs/en/SSLTBW_2.5.0/pdf/eequl00_v2r5.pdf) and z/VM:
I/0 Configuration.

Device Support

A real device can be supported or unsupported. A supported device can be supported for CP and guest
use or only for dedicated use by a single guest.

A supported device is one of those listed in z/VM: General Information along with the type of support it
receives. If that book does not list a device, assume the device is not supported. The use of listed devices
is fully supported by IBM through z/VM service support.

A device supported for CP and guest use is one that CP and virtual machines can use. CP provides system
services for the device, including error recovery for guest DIAGNOSE I/0 requests and a full command set
(that is, you can use all device-oriented CP commands for the device). Such a device can also be shared
among multiple guests if appropriate (for example, DASD) or can be dedicated to the exclusive use of a
single guest.

A device supported for dedicated-only use by a single guest can only be logically attached to a single
guest virtual machine at any one time. The guest must be fully capable of running with the device. CP
cannot use the device itself, and DIAGNOSE I/O services are not supplied to the guest.

Unsupported Devices

An unsupported device is any device not listed in z/VM: General Information. An unsupported device
must be dedicated to a single guest, but proper operation with z/VM and the guest is the customer's
responsibility; IBM does not guarantee that unsupported devices will run properly with z/VM, and service
support for such device attachments is not supplied.

An unsupported device must be defined to z/VM as some unrecognizable device type (that is, a device
type different from any of the supported IBM devices) and must be defined with RDEVICE TYPE
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UNSUPPORTED statement in the system configuration file. By knowing the class of devices (DASD, tape,
and so on) to which the unsupported device belongs, z/VM knows what kinds of unsupported devices are
similar.

Note: DASD which is defined as being unsupported cannot be IPLed by CP. Unsupported DASD can only
be used by a virtual machine which is IPLed either from a supported device or from a named saved
system.

Device Sensing

Most IBM devices can be queried (sensed) to determine what type of device they are. This is done at

IPL time and when a device is varied on. For example, assume you have an IBM DASD device at address
300. CP issues a sense ID command to device 300. The device returns information indicating what type of
device it is.

CP may need more information than that returned by some devices when they are queried. An example
of this type of device is the IBM 4248 printer. When queried, the printer returns only the information that
itis a 4248. Necessary information such as the printer class and the forms control buffer to be used is
not provided via sensing; if CP is not provided this information on an RDEVICE statement, CP uses default
values for that type of printer.

If a device does not respond to the device sense ID command, then the device must be defined in the
system configuration file using the RDEVICE statement.

For a complete description of the RDEVICE statement, see “RDEVICE Statement” on page 223.

DASD

Table 2 on page 28 indicates for DASD devices whether or not a statement is required in the system
configuration file. For some devices, a statement is needed only if the device is shared, in which case the
following statement can be used:

RDEVICE rdev TYPE DASD SHARED YES

Table 2. Configuration Guide for DASD

Device Statement Needed in Configuration File

3380 Models A04, AA4, BO4, AD4, BD4, AE4, BE4, |. When not shared, not required
AJ4, BJ4, AK4, BK4
4, BJ4, ’ When shared, TYPE DASD YES

3380 Model CJ2

When not shared, not required
When shared, TYPE DASD YES

B24,B28, B2C, A34, B34, A38,B38,B3C
« When shared, TYPE DASD YES

3390 Models A98, B9C « When not shared, not required
« When shared, TYPE DASD YES

9336 Model 20 Not required

See “RDEVICE Statement (DASD)” on page 232 for a complete description of the RDEVICE statement.
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Tapes

Table 3 on page 29 indicates for tape devices whether or not a statement is required in the system
configuration file. The TYPE operand of the RDEVICE statement is required for those devices whose
characteristics cannot be dynamically determined.

Table 3. Configuration Guide for Tape Drives

Device Statement Needed in Configuration File
3480 All Models Not required*

3490 All Models Not required*

3495 Tape Library Dataserver *x

3590 All Models Not required*

Notes:

*The 'TYPE TAPE' operand can be specified to provide query capability for tapes that are intentionally
left offline at IPL.

**See the DFSMS/VM Installation and Customization Guide for information on defining the 3495 Tape
Library Dataserver for VM use.

See “RDEVICE Statement (Tape Units)” on page 245 for a complete description of the RDEVICE
statement.

Printers

Table 4 on page 29 indicates for printer devices whether or not a statement is required in the system
configuration file. The TYPE operand of the RDEVICE statement is required for those devices whose
characteristics cannot be dynamically determined.

Table 4. Configuration Guide for Printers

Device Statement Needed in Configuration File

3203 Model 5 TYPE 3203

3211 Models 1, 5 TYPE 3211 (For devices, such as a 4248, that
emulate a 3211)

3262 TYPE IMPACT_PRINTER

3268 Models 2, 2C Not required

3287 Models 1, 1C, 2, 2C, 4 Not required

3289 Models 1, 3,4, 8 TYPE 3289

3800 Model 1 TYPE 3800

3800 Models 3, 6, 8 TYPE Advance Function Printing (AFP) or TYPE
3800

3812 « When coax attached, not required
« When BSC attached, TYPE BSC_ADAPTER
« When SDLC (VTAM attached), not required
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Table 4. Configuration Guide for Printers (continued)

Device Statement Needed in Configuration File

3816 « When coax attached, not required
When BSC attached, TYPE BSC_ADAPTER
When SDLC (VTAM attached), not required

3820 « When channel attached for use as a PSF printer,
TYPE AFP

When VTAM attached, TYPE 3705

3825 TYPE AFP
3827 TYPE AFP
3828 TYPE AFP
3835 TYPE AFP
3900 TYPE AFP
4245 Models 1,12, 20 TYPE IMPACT_PRINTER
4248 Models 1, 2 TYPE IMPACT_PRINTER
6262 Models 14, 22 TYPE IMPACT_PRINTER

For BSC attached 3812 or 3816 printers, see “RDEVICE Statement (Communication Controllers)” on
page 230 for a complete description of the appropriate RDEVICE statement. For the other printers,

see “RDEVICE Statement (Advanced Function Printers)” on page 224 and “RDEVICE Statement (Impact
Printers)” on page 239 for a complete description.

Unit Record Devices

Table 5 on page 30 indicates for reader and punch devices whether or not a statement is required in
the system configuration file. The TYPE operand of the RDEVICE statement is required for those devices
whose characteristics cannot be dynamically determined.

Table 5. Configuration Guide for Reader and Punch Devices

Device Statement Needed in Configuration File
3505 Models B1, B2 TYPE READER
3525 Models P1, P2, P3 TYPE PUNCH

See “RDEVICE Statement (Card Readers)” on page 228 and “RDEVICE Statement (Card Punches)” on
page 226 for a complete description of the appropriate RDEVICE statement.

Displays

Display devices can be defined in the system configuration file. IBM 3277 displays have 3277 defined

on the TYPE operand of the RDEVICE statement. All other non-3270 displays can be sensed and no
configuration file statement is needed unless the device has special features, such as the Operator
Identification Card. If a display has a special feature, an RDEVICE statement for the display is needed.
For example, if a display has an Operator Identification Card, the following RDEVICE statement should be
included in the system configuration file:

RDEVICE rdev TYPE 3270_DISPLAY OPER_IDENT_READER YES
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The operand rdev is the real device number. For a complete description this statement, see “RDEVICE
Statement (Graphic Display Devices)” on page 235.

Communication Controllers

Table 6 on page 31 indicates for communication controller devices whether or not a statement is
required in the system configuration file. The TYPE operand of the RDEVICE statement is required for
those devices whose characteristics cannot be dynamically determined.

Table 6. Configuration Guide for Communication Controllers

Device Statement Needed in Configuration File

3745 « When running NCP, not required

« When running PEP for ASCII lines, TYPE
TELE2_ADAPTER

See “RDEVICE Statement (Communication Controllers)” on page 230 for a complete description of the
RDEVICE statement.

ESCON Devices

These ESCON devices can be sensed by CP and do not require a system configuration file statement:

9032 ESCON Director Model 2
9033 ESCON Director Model 1
9034 ESCON Converter Model 1
9035 ESCON Converter Model 2
ESCON CTCA

For information on defining ESCON devices that cannot be sensed by CP, see “RDEVICE Statement
(Unsupported Devices)” on page 248 in the description of the RDEVICE statement in Chapter 6, “The
System Configuration File,” on page 47. For information on defining ESCON-attached devices, see the
appropriate device tables in this chapter.

Other Devices

Table 7 on page 31 indicates for various devices whether or not a statement is required in the system
configuration file. The TYPE operand of the RDEVICE statement is required for those devices whose
characteristics cannot be dynamically determined.

Table 7. Configuration Guide for Other Devices

Device Statement Needed in Configuration File
3088 Not required

3423 Optical Media Attachment TYPE UNSUPPORTED

3737 Remote CTCA TYPE CTCA

3890 Document Processor Not required

4753 Network Security Processor Not required (looks like a 3088)

7171 TYPE 3270_DISPLAY

CTCA TYPE CTCA
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Table 7. Configuration Guide for Other Devices (continued)

Device

Statement Needed in Configuration File

OSA

Not required
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Chapter 5. Crypto Planning and Management

IBM Z servers provide two facilities that enable application programs and operating systems to access the
cryptographic capabilities of the server:

1. Central Processor Assist for Cryptographic Function (CPACF)
2. IBM Crypto Express Features

CPACF

CPACF is a set of z/Architecture instructions provided by the Message Security Assist (MSA) facility

and its extensions. It provides symmetric cryptographic functions using clear and protected keys. No
additional hardware is required, though the CPACF Enablement feature (code 3863) must be installed for
full function.

Crypto Express Features

Crypto Express features are tamper sensing and responding hardware security modules (HSMs) that
perform advanced symmetric and asymmetric cryptographic operations, and provide the ability to secure
the encryption keys.

Use of the Crypto Express feature requires the CPACF Enablement feature (code 3863) to be installed as a
pre-requisite.

Each Crypto Express feature has one or more crypto adapters. The Hardware Management Console (HMC)
refers to these adapters as "Cryptos". CP refers to them as "APs". Each crypto adapter has multiple
domains. CP refers to a single domain on an adapter as a crypto "resource". Thus, a crypto resource is
identified by its AP number and domain number.

Configuring Crypto Express Adapters
Crypto Express adapters can be configured in one of the following modes:
« Accelerator - Clear key functions only

« IBM Common Cryptographic Architecture (CCA) Coprocessor - Clear key and secure key functions

« IBM Enterprise Public-Key Cryptographic Standards (PKCS) #11 Coprocessor - Secure key functions
through a PKCS#11 API only. This configuration mode is also known as EP11 Coprocessor or XCP
Coprocessor.

Crypto resources on an adapter that is configured in accelerator or CCA coprocessor mode can be used by
z/VM virtual machines as dedicated or shared crypto resources.

Crypto resources on an adapter that is configured in EP11 coprocessor mode can be used by z/VM virtual
machines only as dedicated crypto resources.

By default, Crypto Express adapters are configured as CCA coprocessors. The HMC can be used to
reconfigure an adapter as an accelerator or EP11 coprocessor.

Crypto Domain Access

There are two types of crypto domain access:

« Usage domains - For usage of cryptographic functions.
« Control domains - For management of the domains, which includes the management of master keys.

z/VM recognizes only those crypto resources for which the z/VM LPAR has both usage and control access.
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Assigning Crypto Express Resources to z/VM

For z/VM to access Crypto Express resources, they must be assigned to the LPAR that is running the z/VM
system. This assignment and some necessary configuration of the crypto adapters can be done during the
process of building an activation profile for the z/VM LPAR from the HMC.

To do this, use the Customize/Delete Activation Profiles Task on the HMC:

« Go to the Crypto section of the Image Profile.
« Assign one or more domains with "Control and Usage" access.

« Assign one or more cryptos specifying "Candidate and Online". This causes the adapter to be brought
online when the LPAR is activated.

After the LPAR is activated by using this Image Profile, the crypto resources will be available to CP when
z/VM is IPLed.

Assignment of Crypto Resources on a z/VM System
Each crypto resource that is available to CP is assigned to one of three categories.

1. SHARED - This resource is assigned to the shared pool of crypto resources on the system and
will service requests from multiple virtual machines. Shared crypto resources support only crypto
operations that do not rely on domain state, such as clear-key encryption, random number generation,
and digital signature operations.

Only crypto resources that are configured as an accelerator or CCA coprocessor can be included in the
shared pool. Crypto resources configured as an EP11 coprocessor cannot be added to the shared pool.

All crypto resources in the shared pool must be the same type and mode. For example, if the first
resource that is assigned to the shared pool is a Crypto Expressé in accelerator mode, then all
additional resources that are assigned to the shared pool must also be a Crypto Expressé configured in
accelerator mode.

Virtual machines that have access to the shared pool of crypto resources are referred to as "APVIRT
crypto" virtual machines.

2. DEDICATED - This resource is assigned to only one virtual machine for its exclusive use. Crypto
resources that are configured as an accelerator, CCA coprocessor, or EP11 coprocessor can be
dedicated to a virtual machine.

Virtual machines that have dedicated crypto resources that are assigned are referred to as "APDED
crypto" virtual machines.

3. FREE - This resource is not designated for any particular use. It is available to be assigned to the
shared pool or to a virtual machine for its dedicated use.

A virtual machine can have access to the shared pool (APVIRT), or it can have dedicated resources
(APDED), but not both.

CP identifies the assignment of a crypto resource by using one of the following values:

shared
indicates that the crypto resource is attached to the system for shared use.

attached to userid
indicates that the crypto resource is dedicated to a logged on virtual machine.

free
indicates that the crypto resource is not in use.

free, dedication planned
indicates that the crypto resource is not in use, however, it has been specified on a CRYPTO APDED
statement in the online user directory.

See QUERY CRYPTO in z/VM: CP Commands and Utilities Reference.
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Determining the Shared Pool of Crypto Resources at System IPL

A crypto resource is assigned to the shared pool if it is specified on the CRYPTO APVIRTUAL statement in
the system configuration file. See the “CRYPTO APVIRTUAL Statement” on page 80, for more details.

If no resources are identified on a CRYPTO APVIRTUAL statement in the system configuration file, z/VM
selects up to two crypto resources to include in the shared pool. If possible, z/VM selects resources on
two different adapters of the same type and mode, which enables crypto work that is assigned to the
shared pool to continue even if one of the adapters is taken offline.

Changing the Shared Pool of Crypto Resources after System IPL

After z/VM system IPL, crypto resources can be removed from the shared pool by using the DETACH
CRYPTO FROM SYSTEM command. Resources can be added to the shared pool by using the ATTACH
CRYPTO TO SYSTEM command. Both AP(s) and Domain(s) must be specified when issuing ATTACH
CRYPTO TO SYSTEM or DETACH CRYPTO FROM SYSTEM. See z/VM: CP Commands and Utilities Reference,
for details on these commands.

Changing the Type of Crypto Resources in the Shared Pool

Once a shared pool is established, all shared crypto resources must be detached from the system before
a crypto resource of a different type or mode can be added to the shared pool.

Attention: Removing all resources from the shared crypto pool might cause application errors if
APVIRT virtual machines are actively performing crypto work.

Accessing Shared Crypto Resources

A CRYPTO APVIRTUAL statement must be included in a virtual machine’s directory entry to enable access
to the shared crypto resources. With this statement in the user directory, the virtual machine is given
access to the shared crypto resources at logon. The virtual crypto resource providing access to the shared
pool appears to a virtual machine as AP 1, domain 1. When an application running in an APVIRT virtual
machine performs a crypto operation, z/VM determines the best real crypto resource to queue the work
on, balancing the load among all the shared resources. See “CRYPTO Directory Statement” on page 486,
for more details.

While a virtual machine is logged on, access to the shared crypto resources can be removed by using
the DETACH CRYPTO APVIRT command. Access can be restored by using the DEFINE CRYPTO APVIRT
command. See z/VM: CP Commands and Utilities Reference, for details on these commands.

Assigning Dedicated Crypto Resources to a Virtual Machine

Dedicated crypto resources can be assigned to a virtual machine by including a CRYPTO APDEDICATED
statement in the user directory entry. Crypto resources specified in the user directory are assigned at
logon. For a virtual machine to gain dedicated access to crypto resources, the specified domains on each
specified AP must be FREE as shown by QUERY CRYPTO DOMAINS. If one or more domains on an AP
are not FREE, then none of the domains on that AP are attached to the virtual machine. For details, see
“CRYPTO Directory Statement” on page 486.

After a virtual machine is logged on, dedicated crypto resources can be assigned by using the ATTACH
CRYPTO TO userid command. This attachment lasts for the logon session. In order to have this
attachment occur at each logon, add a CRYPTO APDEDICATED statement to the user directory.

A virtual machine’s dedicated crypto resources can be removed by using the DETACH CRYPTO FROM
userid command.

An operating system running in an APDED virtual machine generally expects to work with a single domain,
across multiple APs as needed for bandwidth and redundancy. The same master key is installed in that
domain across all the assigned APs.

In order for a virtual machine to have dedicated access to a crypto resource, each specified domain
number must be available for dedicated use by this virtual machine on all specified AP humbers. If one
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or more domains on an AP are not available for dedicated use by this virtual machine, then none of the
domains on the AP are assigned. Any requested domains that are not assigned to the LPAR that the
z/VM system is running on are eliminated from the request and will not be reason to deny access to the
remaining requested APs or domains.

For example, assume that domain 1 on APs 1, 2, and 3 are resources that are dedicated to virtual machine
vmachil. You can then attach domain 2 to vmachl only if domain 2 is available to vmachl on all of APs 1,
2, and 3. If domain 2 is not available on one or more of APs 1, 2, or 3, then you cannot attach domain 2 to
vmachl on any of APs 1, 2, or 3.

After the first set of crypto resources have been dedicated to the virtual machine, the ATTACH CRYPTO
and DETACH CRYPTO commands can specify either APs or domains, not both, to be added or removed.
See ATTACH and DETACH in z/VM: CP Commands and Utilities Reference.

Changing the Crypto Attachment Mode of a Virtual Machine

At logon time, the CRYPTO statement in a virtual machine’s user directory determines whether the virtual
machine is an APVIRT or APDED virtual machine. After logon, CP commands (in combination with changes
to the user directory) can be used to switch a virtual machine between APVIRT and APDED.

To transition from APVIRT to APDED, first detach the APVIRT crypto resource from a virtual machine
and then attach the selected dedicated crypto resources. To make this change permanent, replace the
CRYPTO APVIRT statement in the user directory with a CRYPTO APDEDICATED statement specifying the
selected crypto resources.

To transition from APDED to APVIRT, first replace any CRYPTO APDEDICATED statements in the virtual
machine’s directory entry with a CRYPTO APVIRTUAL statement. Next, detach all dedicated crypto
resources from a virtual machine. Finally, use the DEFINE CRYPTO APVIRTUAL command to gain access
to the shared pool of crypto resources.

Attention: Changing the crypto attachment mode while the guest is running might result in errors
from any program actively using crypto resources.

Configuring Crypto Adapters ONLINE and OFFLINE

The VARY ONLINE CRYPTO and VARY OFFLINE CRYPTO commands can be used to change the availability
of crypto adapters that are assigned to the z/VM LPAR. Take a crypto adapter offline when necessary to
service the adapter or to make z/VM's domains on it available to be reassigned to a different LPAR. Bring
a crypto adapter online after service has been performed or when a new adapter has been assigned to the
z/VM LPAR. See z/VM: CP Commands and Utilities Reference, for details on these commands.

Querying the Status of Crypto Resources on a z/VM System
QUERY CRYPTO DOMAINS displays the status of all crypto resources that are assigned to the z/VM LPAR.

q crypto domains

AP 000 CEX6A Domain 010 operational online shared

AP 000 CEX6A Domain 084 operational online free, dedication planned
AP 001 CEX6A Domain 010 resetting online attached to TRACYK

AP 001 CEX6A Domain 084  operational online free, dedication planned

QUERY VIRTUAL CRYPTO displays the status of crypto resources available to the virtual machine.

q v cxrypto (from an APVIRT user)
AP 001 CEX7A Domain 001 shared online

q v crypto (from an APDED user)
AP 001 CEX6A Domain 010 dedicated online
AP 002 CEX6C Domain 010 dedicated offline
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Tracking Crypto Status Changes

Crypto resources can transition among various states which are reported as device status and
configuration state by the QUERY CRYPTO DOMAINS command. Refer to the QUERY CRYPTO command in
z/VM: CP Commands and Utilities Reference for a list and description of device statuses and configuration
states.

Resources are normally in operational state. A resource might briefly be busy or resetting, but is expected
to return to operational state. Resources that are deconfigured, checkstopped, or revoked require some
form of manual intervention to address the issue.

CP updates the device status reported by the QUERY CRYPTO command every 33 seconds. Consequently,
the status presented by the QUERY CRYPTO command might not reflect the current status of the
resource.

Dedicated Crypto Resource Management

Dedicated resources are managed and used directly by the virtual machine to which they are attached.
CP’s only involvement with dedicated resources is in configuration (VARY ONLINE and VARY OFFLINE)
and assignment (ATTACH and DETACH).

The guest is responsible for recovery and retry of failed crypto operations. For this reason, it is
recommended that at least two crypto resources on different adapters be dedicated to the virtual
machine. Use the guest system’s crypto commands to interrogate the state of any resources of concern.

Shared Crypto Resource Management

APVIRT crypto virtual machines are each presented with a single simulated crypto resource, which is
backed by a pool of real resources managed by CP. When there are multiple resources assigned to the
shared pool, CP can perform the following management tasks:

1. Load-balance work across all resources in the shared pool.
2. Divert work to other shared resources if a shared resource enters a non-working state.

3. Add resources to and remove resources from the shared pool dynamically and non-disruptively, in
response to operator commands. This allows resources to be selectively taken out of use for service
and maintenance.

The FORCE option on the DETACH CRYPTO FROM SYSTEM command is required to remove the last
crypto resource from the shared pool. In this case. the QUERY VIRTUAL CRYPTO command reports the
configuration state of the simulated crypto resource as unavailable.

If all resources assigned to the shared pool go into a permanent error state, the QUERY VIRTUAL CRYPTO
command reports the configuration state of the simulated resource to the user as an error.

When the configuration state of the shared pool transitions to unavailable or error, work that was in
progress is discarded and new work is rejected. Messages are issued to the CP operator when this
happens.

Live Guest Relocation of APVIRT Virtual Machines

APVIRT crypto virtual machines can be freely relocated to another member system in a relocation domain
under certain conditions.

The first condition is that the shared pools of the source and destination members are the same CEX
adapter mode (accelerator mode or CCA coprocessor mode).

In addition, one or both of the following conditions must be true.

« The shared pools of the source and destination members are the same CEX adapter type.

« A destination system has the Live Guest Relocation (LGR) for mixed APVIRT facility and is configured
with a compatible shared crypto pool. A shared crypto pool might be incompatible in the case of a
deprecated CEX adapter or an architectural level-set.
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The LGR for mixed APVIRT facility is available in z/VM 7.2 (APAR VM66496) and later releases.
The LGR for mixed APVIRT facility provides the following benefits:

— Crypto Express (CEX) adapters and their capabilities can be managed by relocation domains in much
the same way that CPU facilities are managed.

— APVIRT virtual machines have more relocation opportunities when an updated system with a new
CEX adapter type is introduced to the SSI.

Note: Relocation of an APVIRT user from a system with LGR for mixed APVIRT to a system without LGR
for mixed APVIRT is permitted only if the virtual CEX capabilities of the source and destination systems
are identical.

The following topics provide examples of using LGR in environments with mixed crypto resource types.

Migration to an Updated System that Has the LGR for Mixed APVIRT Facility
and a New Crypto Type

APVIRT virtual machines can be relocated from older systems without the LGR for mixed APVIRT facility
to systems that have the LGR for mixed APVIRT facility. Such a relocation is permitted only if the
destination system supports the user's current APVIRT capabilities. If the destination system supports
the user's current APVIRT capabilities, the outbound relocation is permitted and the return relocation

is also permitted. You can use the VMRELOCATE TEST command to test whether the virtual machine is
eligible to be relocated to the specified system. See VMRELOCATE.

Figure 1 on page 38 illustrates a scenario for moving a workload from an older system to an upgraded
system that has the LGR for mixed APVIRT facility.

14

15 CEXBA

CEXTA
EVM 7.2

Upgrade and Migration Path

Figure 1. Using relocation to migrate a workload to an upgraded system.

In this scenario a z15 system with a CEX7A crypto adapter and the LGR for mixed APVIRT facility is added
to a relocation domain that includes a z14 system with a CEX6A crypto adapter. The z14 system does not
have the LGR for mixed APVIRT facility. The virtual machine can be freely relocated from the z14 system
to the z15 system. Relocation of the virtual machine back to the z14 system is also permitted.

The workload migration involves the following steps. Each numbered step corresponds to a numbered
image in Figure 1 on page 38:

1. The relocation domain RLD1 contains only a z14 system, which does not have the LGR for mixed
APVIRT facility.
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2. Prepare the relocation domain for workload migration:

« On the z15, load an image that contains the LGR for mixed APVIRT facility.
 Update relocation domain definitions to include the z15 system.

« On the z14, identify one or more virtual machines that run crypto workloads that you want to migrate
to the new z15 system.

3. Use LGR to migrate the selected set of virtual machines from the z14 system to the z15 system.
LGR from the z15 system back to the z14 system is permitted. The guest retains its virtual AP
capabilities from the originating system. If the originating system is not reconfigured, then the same

pool capabilities apply and are identical to the guest's virtual characteristics when the decision is
made to relocate back.

4. After you verify that the migration is successful you can consider the following actions:
 Migrate more work from the z14 system to the z15 system.
« Decommission the z14 system.

Relocation Subdomains in an Environment with Mixed Crypto Adapter Types

A relocation subdomain is the set of members of a relocation domain that have the same CEX adapter
mode.

APVIRT virtual machines that are assigned to a relocation domain where the member systems are running
LGR for mixed APVIRT see a virtual CEX adapter with the following capabilities:

« The virtual CEX adapter has capabilities that are common to all the members of that relocation domain
that run shared pools of the same CEX mode. The CEX mode can be accelerator or CCA coprocessor
mode.

« The virtual CEX adapter presents the maximal common subset of capabilities for that CEX mode.

Figure 2 on page 40 illustrates an example of relocation subdomain when all systems have the LGR for
mixed APVIRT facility.
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RZIT'31 All systems have the LGR
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Figure 2. A relocation domain for APVIRT virtual machines that is partitioned into relocation subdomains

This example shows a relocation domain with the following characteristics:
« All systems have the LGR for mixed APVIRT facility.

« From the perspective of an APVIRT virtual machine, the relocation domain is partitioned into an
accelerator relocation subdomain and a CCA-coprocessor relocation subdomain.

» Relocation domain RLD1 is a virtual z13 system because z13 is the maximal common system level of
the processors in the relocation subdomain.

« USER1 and USER3 are in the virtual CEX5C relocation subdomain and can be freely relocated between
systems SYS1 and SYS3. The maximal common CEX type is CEX5. The outbound relocation is permitted
and the return relocation is also permitted. Because all systems have the LGR for mixed APVIRT facility,
the initial relocation is permitted from SYS1 or SYS3. USER1 and USER3 cannot be relocated to systems
SYS2 or SYS4 because the shared pools don't have the same AP mode.

« USER2 and USERA4 are in the virtual CEX6A relocation subdomain and can be freely relocated between
systems SYS2 and SYS4. The outbound relocation is permitted and the return relocation is also
permitted. Because all systems have the LGR for mixed APVIRT facility, the initial relocation is permitted
from SYS2 or SYS4. USER2 and USER4 cannot be relocated to systems SYS1 or SYS3 because the
shared pools don't have the same AP mode.

The CEX capabilities of the APVIRT users in a relocation domain can be affected by the use of dynamic
crypto commands or by adding or removing members in a relocation domain. No APVIRT user is forcibly
downgraded by the relocation domain calculations except when the downgrade is applied to the system
on which the user is running. This situation is analogous to the situation for CPU facilities when relocation
domains are reconfigured.
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Multiple Relocation Domains in an Environment with Mixed Crypto Adapter
Types

SSI permits systems to be members of more than one relocation domain. Where a system is a member of
more than one relocation domain and each relocation domain supports different shared pool capabilities,

the virtual machines on the common system might see different virtual CEX capabilities. A virtual machine
sees capabilities that are defined by their assigned relocation domain.

Figure 3 on page 41 provides an example of a system that is a member of two relocation domains.

USERI1 assigned to RLD1 sees CEX5C
May freely move between SYS1 and SYS3

USER2 assigned to RLD2 sees CEX6C
May freely move between SYS2 and SYS3

SYS2:
z15+CEX7C

USER2
CEX6C

Figure 3. One system in two relocation domains

All systems in the example are assumed to have the LGR for mixed APVIRT facility.

USER1 is assigned to relocation domain RLD1 and sees virtual CEX5C adapters. USER1 can be freely
relocated between systems SYS1 and SYS3.

USER2 is assigned to relocation domain RLD2 and sees virtual CEX6C adapters. USER2 can be freely
relocated between systems SYS2 and SYS3.

Running Second Level z/VM Systems
Crypto Express adapters can be used by second-level z/VM systems.
z/VM supports the following second-level environments:
« APDED host with APVIRT guest
« APDED host with APDED guest
« APVIRT host with APVIRT guest

Manipulation of the physical crypto resources must be done from the first-level system. The second-level
system is only able to VARY ONLINE or VARY OFFLINE crypto resources logically. This could result in a
state where the resource is logically offline but still physically configured online. To prevent the resource
from being used by an APDED second-level guest, it should be detached from the second-level guest.

Applying Maintenance to a Crypto Express Adapter

Follow the recommended process for the update you want to apply. Some firmware updates can be
applied concurrently; others require the adapter to be put into standby state. If an update is applied
concurrently, it might not become active until the AP is removed from the LPAR and reassigned back.
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Refer to the documentation for applying each individual update to determine the steps that are needed to
install and activate a firmware update.

If you need to place an AP into standby state or reconfigure the adapter at the HMC to activate
maintenance, we recommend you first issue the VARY OFFLINE CRYPTO command to make the adapter
unavailable for use by CP or its guests. There is no need to DETACH resources before using the VARY
OFFLINE CRYPTO command. CP remembers the attachment settings and the resources become usable
per their assignments (shared or dedicated use) when the VARY ONLINE CRYPTO command is used to
make the adapter usable again.

Examples
Let’s begin with a z/VM LPAR that has the following crypto resources assigned.
AP 010 CEX7A Domains 00 01 08 09 75 76
AP 011 CEX7C Domains 0@ 01 08 09 75 76
AP 012 CEX7C Domains 00 01 08 09 75 76
AP 013 CEX7P Domains 00 01 08 09 75 76
AP 014 CEX6P Domains 0@ 01 08 09 75 76
AP 015 CEX6A Domains 00 01 08 09 75 76
AP 016 CEX6A Domains 00 01 08 09 75 76

Assignment of Shared Crypto Resources

If shared crypto resources are not specified with a CRYPTO APVIRTUAL statement in the system
configuration file, then after z/VM IPL the following crypto resource assignments exist:

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076

AP 010 CEX7A SHARED SHARED

AP 011 CEX7C

AP 012 CEX7C

AP 013 CEX7P

AP 014 CEX6P

AP 015 CEX6A

AP 016 CEX6A

CP selected two crypto resources to include in the shared pool. This is not a recommended configuration
because all shared resources are on the same adapter. This does not allow for continuous operation of
work for APVIRT virtual machines if adapter 010 is taken offline or becomes unable to process work.

To ensure that shared resources are available on more than one adapter, the resources can be assigned
by adding the following statement to the system configuration file prior to IPLing z/VM.

CRYPTO APVIRTUAL AP 015 016 DOMAIN 000

The shared crypto resources can also be reassigned after system IPL using CP commands. All shared
resources must be on adapters with matching type and mode. There is only one CEX7A adapter on this
system, so we remove all shared resources of this type and use the two CEX6A adapters for processing
APVIRT crypto work.

detach crypto ap 010 dom 000 001 from system force

attach crypto ap 015 016 domain 000 to system

After reassigning shared crypto resources, the following crypto assignments will exist.

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076

AP 010 CEX7A
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DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076
AP 011 CEX7C
AP 012 CEX7C
AP 013 CEX7P
AP 014 CEX6P
AP 015 CEX6A SHARED
AP 016 CEX6A SHARED

User Directory Crypto Statements

The user directory can contain CRYPTO statements to indicate which crypto resources a virtual machine
can access. A CRYPTO APVIRTUAL statement in a virtual machine’s directory entry allows the user to
access the system’s pool of shared crypto resources at logon. One or more CRYPTO APDEDICATED
statements in a virtual machine’s directory entry specify crypto resources that CP attempts to assign to
the user for exclusive use at logon. A crypto resource must be free (not shared and not dedicated to a
different user) for CP to successfully assign it for dedicated use.

To give ALAN access to shared crypto resources include the following statement in ALAN’s user directory
entry.

CRYPTO APVIRTUAL

To assign dedicated crypto resources to TRACY, you might include the following statement in TRACY’s
directory entry.

CRYPTO DOMAIN 000 001 008 APDEDICATED 010 011 012

To assign dedicated crypto resources to RICHARD, you might include the following statement in
RICHARD’s directory entry.

CRYPTO DOMAIN 008 009 076 APDEDICATED 011 012 013 014

Notice that some crypto resources are specified on more than one CRYPTO APDEDICATED statement
in the user directory. This is not recommended. When this is the case, the first user to log on is given
exclusive use of the resource. No other user can have access to the resource until the first user logs off.

After TRACY logs on the following resource assignments exist.

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076

AP 010 CEX7A TRACY TRACY TRACY

AP 011 CEX7C TRACY TRACY TRACY

AP 012 CEX7C TRACY TRACY TRACY

AP 013 CEX7P

AP 014 CEX6P

AP 015 CEX6A SHARED

AP 016 CEX6A SHARED

If RICHARD logs on next, the following resource assignments will exist. Some of the requested domains
on APs 11 and 12 were not available, so no resources on these APs were dedicated to RICHARD at logon.

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076
AP 010 CEX7A TRACY TRACY TRACY
AP 011 CEX7C TRACY TRACY TRACY
AP 012 CEX7C TRACY TRACY TRACY
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DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076
AP 013 CEX7P RICHARD RICHARD RICHARD
AP 014 CEX6P RICHARD RICHARD RICHARD
AP 015 CEX6A SHARED
AP 016 CEX6A SHARED

When ALAN logs on, he is given access to shared crypto resources. The status and assignment of all
crypto resources along with a list of APVIRT users are reported by QUERY CRYPTO DOMAINS USERS.

q crypto domains users

AP 010 CEX7A
AP 010 CEX7A
AP 010 CEX7A
AP 010 CEX7A
AP 010 CEX7A
AP 010 CEX7A
AP 011 CEX7C
AP 011 CEX7C
AP 011 CEX7C
AP 011 CEX7C
AP 011 CEX7C
AP 011 CEX7C
AP 012 CEX7A
AP 012 CEX7A
AP 012 CEX7A
AP 012 CEX7A
AP 012 CEX7A
AP 012 CEX7A
AP 013 CEX7P
AP 013 CEX7P
AP 013 CEX7P
AP 013 CEX7P
AP 013 CEX7P
AP 013 CEX7P
AP 014 CEX6P
AP 014 CEX6P
AP 014 CEX6P
AP 014 CEX6P
AP 014 CEX6P
AP 014 CEX6P
AP 015 CEX6A
AP 015 CEX6A
AP 015 CEX6A
AP 015 CEX6A
AP 015 CEX6A
AP 015 CEX6A
AP 016 CEX6A
AP 016 CEX6A
AP 016 CEX6A
AP 016 CEX6A
AP 016 CEX6A
AP 016 CEX6A
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attached to
attached to
attached to

TRACY
TRACY
TRACY

free, dedication planned

free

free, dedication planned

free

free
attached to
attached to
free
attached to
free

free
attached to
attached to
free
attached to
shared

free

free

free

free

free

shared

free

free

free

free

free

RICHARD
RICHARD

RICHARD
RICHARD
RICHARD
RICHARD

If both TRACY and RICHARD log off, then RICHARD logs on, all resources that are specified on the
CRYPTO APDEDICATED statement in RICHARD’s directory entry will be assigned to RICHARD.

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076
AP 010 CEX7A
AP 011 CEX7C RICHARD RICHARD RICHARD
AP 012 CEX7C RICHARD RICHARD RICHARD
AP 013 CEX7P RICHARD RICHARD RICHARD
AP 014 CEX6P RICHARD RICHARD RICHARD
AP 015 CEX6A SHARED
AP 016 CEX6A SHARED
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When TRACY logs on next, the following configuration results.

Crypto Planning and Management

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076
AP 010 CEX7A TRACY TRACY TRACY
AP 011 CEX7C RICHARD RICHARD RICHARD
AP 012 CEX7C RICHARD RICHARD RICHARD
AP 013 CEX7P RICHARD RICHARD RICHARD
AP 014 CEX6P RICHARD RICHARD RICHARD
AP 015 CEX6A SHARED
AP 016 CEX6A SHARED

Attaching and Detaching Dedicated Crypto Resources

RICHARD is logged on as an APDED virtual machine. We can remove some crypto resources from him
without requiring a logoff and logon. When detaching resources from an APDED virtual machine, only APs
or Domains can be specified on the DETACH CRYPTO command.

detach crypto dom 8 from richaxd

Now attach additional resources to TRACY. When attaching resources to an APDED virtual machine, only
APs or Domains can be specified on the ATTACH CRYPTO command.

attach crypto ap 11 12 to tracy

DAMIAN is logged on but does not have access to any crypto resources. To attach dedicated crypto
resources to DAMIAN, both AP(s) and Domain(s) must be specified on the ATTACH command.

attach crypto ap 14 domain 8 75 to damian

DOM 000 DOM 001 DOM 008 DOM 009 DOM 075 DOM 076
AP 010 CEX7A TRACY TRACY TRACY
AP 011 CEX7C TRACY TRACY TRACY RICHARD RICHARD
AP 012 CEX7C TRACY TRACY TRACY RICHARD RICHARD
AP 013 CEX7P RICHARD RICHARD
AP 014 CEX6P DAMIAN RICHARD DAMIAN RICHARD
AP 015 CEX6A SHARED
AP 016 CEX6A SHARED

These changes are for the current logon session. To make these changes last through logoff and logon,
update the user directory.

Changing Access to Shared Crypto Resources

ALAN can remove his access to shared crypto resources.

detach crypto apvirtual

As long as the CRYPTO APVIRTUAL statement remains in ALAN’s directory entry, he can restore access to
shared crypto resources by issuing:

define crypto apvirtual

A system administrator can make these changes to ALAN's configuration by using the FOR command. For
example:
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for alan cmd detach crypto apvirtual

for alan cmd define crypto apvirtual

Making a Crypto Adapter Temporarily Unavailable to CP and Virtual Machines
Running on CP

If maintenance or repair needs to be done on an adapter, it can be taken offline using the VARY OFFLINE
CRYPTO command. When the adapter is brought back online, the shared and dedicated assignments are
reinstated.

vary offline crypto ap 12 15

q crypto domain

AP 012 CEX7A Domain 000 disconfigured offline attached to TRACY

AP 012 CEX7A Domain 001  disconfigured offline attached to TRACY

AP 012 CEX7A Domain 008  disconfigured offline attached to TRACY

AP 012 CEX7A Domain 009  disconfigured offline free, dedication planned
AP 012 CEX7A Domain 075  disconfigured offline free

AP 012 CEX7A Domain 076  disconfigured offline free, dedication planned
AP 015 CEX7C Domain 000  disconfigured offline shared

AP 015 CEX7C Domain 001  disconfigured offline free

AP 015 CEX7C Domain 008 disconfigured offline free

AP 015 CEX7C Domain 009  disconfigured offline free

AP 015 CEX7C Domain 075  disconfigured offline free

AP 015 CEX7C Domain 076  disconfigured offline free

vary online crypto ap 12 15

q crypto domain
A

P 012 CEX7A Domain 000 operational online attached to TRACY
AP 012 CEX7A Domain 001 operational online attached to TRACY
AP 012 CEX7A Domain 008  operational online attached to TRACY
AP 012 CEX7A Domain 009  operational online free, dedication planned
AP 012 CEX7A Domain 075 operational online free
AP 012 CEX7A Domain 076  operational online free, dedication planned
AP 015 CEX7C Domain 000 operational online shared
AP 015 CEX7C Domain 001  operational online free
AP 015 CEX7C Domain 008  operational online free
AP 015 CEX7C Domain 009 operational online free
AP 015 CEX7C Domain 075  operational online free
AP 015 CEX7C Domain 076  operational online free
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Chapter 6. The System Configuration File

This chapter:

« Discusses the parm disk

 Provides a summary of system configuration file statements
- Defines general rules for coding the system configuration file
« Describes each system configuration file statement in detail

The Parm Disk

The system definition information required at IPL resides in files on the parm disk, a CMS-formatted
minidisk that CP can read. There are multiple parm disks, and this layout is the same for both non-SSI and
SSI installations, to help ease the migration to a later SSI environment.

« PMAINT CFO is the parm disk where the main system configuration file and the logo configuration file
are located. If you are using ECKD DASD, this disk is located on the common volume (default label
VMCOM1).

— The main system configuration file, usually called SYSTEM CONFIG, contains operating
characteristics such as the layout of the CP system residence disk, lists of DASD volumes that CP
uses, your real storage configuration, and information CP requires to determine the correct offset
from Coordinated Universal Time (UTC). It also contains real device definitions for I/O devices that
do not respond to a sense ID request and for I/O devices that need more information defined
than a sense ID request returns (for example, printers and communications controllers). This file is
described in detail in this chapter.

— The logo configuration file, usually called LOGO CONFIG, contains information about the creation and
configuration of logos, including the file names and file types of the different logo files. For more
information, see Chapter 7, “The Logo Configuration File,” on page 333.

« MAINT CF1 is the parm disk where the CPLOAD MODULE is located. This is the CP kernel file that is
loaded at IPL. If you are using ECKD DASD, this disk is located on the system residence volume (default
label MO1RES).

« MAINTvrm CF2 (where vrmis the z/VM version, release, and modification level) is the parm disk that
serves as a staging area for updates applied by the SERVICE command, before you use PUT2PROD
to copy them to MAINT CF1. If you are using ECKD DASD, this disk is located on the release volume
(default label vrmRL1).

If you are using SCSI disks for your installation, all of the parm disks are located on the IPL volume.
Note:

1. The parm disk must be CMS-formatted. If it is not CMS-formatted, the system enters a disabled wait
state, code 6758. If you get this wait code, you can use the alternate parm disk at IPL time. To do
this, use the Stand-Alone Program Loader (SAPL) in console mode and change the parm disk extent to
the alternate parm disk extent on the menu screen. For more information, see Using the Stand-Alone
Program Loader in z/VM: System Operation.

On an Extended Address Volume (EAV), a parm disk can reside anywhere, but is limited to 65520
cylinders in size, since it must be CMS-formatted.

2. During SHUTDOWN REIPL or system restart processing, CP uses the parm disk location from the
previous IPL. If the parm disk was moved by use of CPFMTXA or ICKDSF, CP might fail to find the
CPLOAD module and message HCP6739E is issued, or CP might find the old CPLOAD module on the
previous parm disk. Use the EXTENT option of the SHUTDOWN command to force CP find the parm
disk at its new location, or use the OFFSET option to specify the new location of the parm disk. It is
recommended to only move the parm disk shortly before a planned REIPL.
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Summary of System Configuration File Statements

Table 8 on page 48 lists all the system configuration file statements, gives you a brief description of each
statement, and points you to where you can get more information about each statement.

Table 8. System Configuration File Statements (SYSTEM CONFIG)

Statement

Description

Location

ACTIVATE ISLINK

Identifies a communication link to ISFC.

“ACTIVATE ISLINK Statement” on page 55

ALTERNATE_OPERATORS

Identifies up to eight user IDs that have
the potential to become the system operator

automatically when the primary system operator

logs off.

“ALTERNATE_OPERATORS Statement” on
page 56

ASSOCIATE EXIT

Assigns one or more entry points or external
symbols to an exit point during initialization.

“ASSOCIATE EXIT Statement” on page 58

ASSOCIATE MESSAGES/MSGS

Assigns an external symbol to a local message
repository and gives CP information about how

to select messages in that repository during
initialization.

“ASSOCIATE MESSAGES / MSGS Statement”
on page 62

BEGIN / END

Identifies blocks of system configuration file
statements that apply to particular systems.

“BEGIN / END Statements” on page 65

CHARACTER_DEFAULTS

Establishes system-wide defaults for the logical
character delete, escape, line delete, line end,

and tab symbols.

“CHARACTER_DEFAULTS Statement” on
page 67

CP_ACCESS

Defines the list of disks that CP accesses

immediately when it brings the user directory on

line.

“CP_ACCESS Statement” on page 70

CP_ADDON_INITIALIZE_ROUTINES

Lists the installation-added entry points that will

be called during system initialization.

“CP_ADDON_INITIALIZE_ROUTINES
Statement” on page 72

CP_OWNED Defines and generates a list of up to 255 CP- “CP_OWNED Statement” on page 73
owned volumes.

CPXLOAD Loads a file containing customer-written CP “CPXLOAD Statement” on page 76
routines from the parm disk or a CP-accessed
disk into the system execution space during
initialization.

CRYPTO APVIRTUAL Specifies the APs and domains for shared crypto  “CRYPTO APVIRTUAL Statement” on page
use. 80

cu Defines the way CP initializes specific control “CU Statement” on page 84
units.

DEFINE ALIAS Defines a new alias for an existing CP command  “DEFINE ALIAS Statement” on page 87
on the system during initialization.

DEFINE COMMAND/CMD Defines a new CP command or a new version of  “DEFINE COMMAND / CMD Statement” on

an existing CP command on the system during

initialization.

page 90

DEFINE DIAGNOSE

Defines a new DIAGNOSE code on the system
during initialization.

“DEFINE DIAGNOSE Statement” on page
96

DEFINE EXIT

Defines a new exit point in CP during
initialization.

“DEFINE EXIT Statement” on page 100

DEFINE LAN Defines a guest LAN. “DEFINE LAN Statement” on page 103

DEFINE VSWITCH Creates a CP system-owned switch (a virtual “DEFINE VSWITCH Statement” on page 107
switch) to which virtual machines can connect.

DEVICES Tells CP what to do with various devices at IPL. ~ “DEVICES Statement” on page 119

DISABLE COMMAND/CMD Prevents CP from processing requests for “DISABLE COMMAND / CMD Statement” on

the specified CP command during and after
initialization.

page 124
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Table 8. System Configuration File Statements (SYSTEM CONFIG) (continued)

Statement

Description

Location

DISABLE DIAGNOSE

Prevents CP from processing requests for the
specified locally-developed DIAGNOSE codes
during and after initialization.

“DISABLE DIAGNOSE Statement” on page
126

DISABLE EXITS

Prevents CP from calling all entry points and
external symbols associated with one or more
exit points during and after initialization.

“DISABLE EXITS Statement” on page 128

DISTRIBUTE Specifies the distribution features for the local “DISTRIBUTE Statement” on page 130
system.

DRAIN Stops new operations on specified real devices.  “DRAIN (Disk) Statement” on page 132

EDEVICE Defines an emulated device that represents a “EDEVICE Statement” on page 135

real device.

EMERGENCY_MESSAGE_CONSOLES

Defines consoles for system emergency
messages.

“EMERGENCY_MESSAGE_CONSOLES
Statement” on page 140

ENABLE COMMAND/CMD

Permits CP to process requests for the specified
CP command during and after initialization.

“ENABLE COMMAND / CMD Statement” on
page 142

ENABLE DIAGNOSE

Permits CP to process requests for the specified
locally-developed DIAGNOSE codes during and
after initialization.

“ENABLE DIAGNOSE Statement” on page
144

ENABLE EXITS

Permits CP to call all entry points and external
symbols associated with one or more exit points
during and after initialization.

“ENABLE EXITS Statement” on page 146

ENCRYPT

Specifies settings for your system's host level
encryption.

“ENCRYPT Statement” on page 148

ENFORCE_BY_VOLID

Enforces attachment of DASD devices by their
VOLIDs on the ATTACH command.

“ENFORCE_BY_VOLID Statement” on page
150

EQUATE

Groups names of systems that all have
something in common and should thus be
treated similarly.

“EQUATE Statement” on page 151

EXTERNAL_SYNTAX

Adds locally-developed system configuration file
statements to the system without modifying

the system configuration file processor, HCPZSC
ASSEMBLE.

“EXTERNAL_SYNTAX Statement” on page
153

FEATURES

Establishes certain attributes of the system at
system initialization.

“FEATURES Statement” on page 154

FORM_DEFAULT

Generates default user form names.

“FORM_DEFAULT Statement” on page 169

HOT_IO_RATE Specifies the number of contiguous unsolicited ~ “HOT_IO_RATE Statement” on page 171
interrupts that CP will accept from faulty I/O
devices before it stops accepting input from
those devices.

IMBED Specifies files to imbed into the SYSTEM “IMBED Statement” on page 174

CONFIG file at IPL.

INIT_MITIME

Specifies the MITIME (the time interval at which
a device is checked for missing interrupts) that
is in effect during device initialization at system
IPL time.

“INIT_MITIME Statement” on page 176

IODF Specifies the IODF that HCD will use in its “IODF Statement” on page 177
control of the I/O configuration.
JOURNALING Specifies whether CP should include the “JOURNALING Statement” on page 179

journaling facility in the system being generated;
establishes attributes of the facility.

LOGO_CONFIG

Specifies the name and type of a logo
configuration file.

“LOGO_CONFIG Statement” on page 183
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Table 8. System Configuration File Statements (SYSTEM CONFIG) (continued)

Statement Description Location

MODIFY COMMAND/CMD Redefines an existing CP command on the “MODIFY COMMAND / CMD Statement” on
system during initialization. page 184

MODIFY DIAGNOSE Redefines an existing DIAGNOSE code on the “MODIFY DIAGNOSE Statement” on page
system during initialization. 188

MODIFY EXIT Redefines or removes an existing dynamic CP “MODIFY EXIT Statement” on page 191
exit point during initialization.

MODIFY LAN Modifies the properties of a guest LAN. “MODIFY LAN Statement” on page 194

MODIFY PORT

Defines or changes the OSA-Express devices
that make up a link aggregation group and to set
the attributes of a link aggregation group.

“MODIFY PORT Statement” on page 196

MODIFY PRIV_CLASSES

Changes the privilege classes and establishes
initial values.

“MODIFY PRIV_CLASSES Statement” on
page 201

MODIFY VSWITCH Modifies the properties of an existing virtual “MODIFY VSWITCH Statement” on page 202
switch.
MULTITHREADING Defines the multithreading characteristics of the  “MULTITHREADING Statement” on page 211

system.

OPERATOR_CONSOLES

Defines a list of consoles from which CP can
choose an operator console.

“OPERATOR_CONSOLES Statement” on page
213

PRINTER_TITLE

Specifies the printed output classes that are to
contain classification titles.

“PRINTER_TITLE Statement” on page 217

PRIV_CLASSES

Changes the privilege class that authorizes
certain internal CP functions.

“PRIV_CLASSES Statement” on page 219

PRODUCT

Defines a product or feature to the system.

“PRODUCT Statement” on page 221

RDEVICE

Adds to the system's definition of a set of real
devices.

“RDEVICE Statement” on page 223

RELOCATION_DOMAIN

Defines subsets of SSI membership as domains.

“RELOCATION_DOMAIN Statement” on page
256

SAY Writes a line of text to the operator's console “SAY Statement” on page 257
during initialization.

SET SHUTDOWNTIME Defines the amount of time reserved for a CP “SET SHUTDOWNTIME Statement” on page
shutdown to be performed. 259

SET SIGNAL Defines the duration of the system default “SET SIGNAL Statement” on page 261
shutdown signal timeout interval.

SET VARIABLE Defines and sets an environment variable that is  “SET VARIABLE Statement” on page 263
accessible to every class G user on the system.

SRM Changes system resource manager settings “SRM Statement” on page 265
related to HiperDispatch.

SSI Defines information about the name of the SSI “SSI Statement” on page 269
cluster, location of the persistent data record
(PDR), and systems that are members of the SSI
cluster.

START Restarts devices after they have been drained; “START (Disk) Statement” on page 272
changes the processing options in effect for
devices.

STORAGE Configures the use of real storage. “STORAGE Statement” on page 274

SYSTEM_ALIAS

Specifies HyperPAV alias devices to be
automatically attached to the system during
system initialization.

“SYSTEM_ALIAS Statement” on page 281

SYSTEM_DATEFORMAT

Sets the system-wide default date format for
commands that provide multiple date formats.

“SYSTEM_DATEFORMAT Statement” on page
282
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Table 8. System Configuration File Statements (SYSTEM CONFIG) (continued)

Statement

Description

Location

SYSTEM_IDENTIFIER

Creates a system name for the processor on
which you run z/VM.

“SYSTEM_IDENTIFIER Statement” on page
283

SYSTEM_IDENTIFIER_DEFAULT

Provides CP with a default system name.

“SYSTEM_IDENTIFIER_DEFAULT
Statement” on page 286

SYSTEM_RESIDENCE

Describes the layout of the system residence
disk.

“SYSTEM_RESIDENCE Statement” on page
288

SYSTEM_USERIDS

Specifies user IDs that will perform special
functions during and after IPL.

“SYSTEM_USERIDS Statement” on page 290

THROTTLE

Limits the number of I/O operations that guest
operating systems can initiate to a specific real
device.

“THROTTLE Statement” on page 293

TIMEZONE_BOUNDARY

Tells CP which time zone to choose at IPL.

“TIMEZONE_BOUNDARY Statement” on
page 294

TIMEZONE_DEFINITION

Defines system time zones according to their
distance from UTC.

“TIMEZONE_DEFINITION Statement” on
page 296

TOLERATE_CONFIG_ERRORS

Marks sections of the system configuration file in
which CP is not to tolerate errors.

“TOLERATE_CONFIG_ERRORS Statement”
on page 298

TRANSLATE_TABLE

Specifies replacements for standard translation
tables.

“TRANSLATE_TABLE Statement” on page
300

USERFORM

Creates a list of user form names and their
corresponding operator form numbers; specifies
forms as NARROW so that a narrow separator
form is printed.

“USERFORM Statement” on page 304

USER_DEFAULTS

Defines defaults to be used for

« global lines per page values for virtual printers
and consoles defined on the system, and

= querying other users' POSIX database
information and having their POSIX security
values changed.

“USER_DEFAULTS Statement” on page 305

USER_VOLUME_EXCLUDE

Defines volumes to be excluded from the user
volume list.

“USER_VOLUME_EXCLUDE Statement” on
page 308

USER_VOLUME_INCLUDE

Defines user volumes by a generic volume
identifier.

“USER_VOLUME_INCLUDE Statement” on
page 310

USER_VOLUME_RDEV

Specifies a user DASD volume at a specific real
device number.

“USER_VOLUME_INCLUDE Statement” on
page 310

USER_VOLUME_LIST

Generates a list of user DASD volumes not
to be used for paging, spooling, directory, or
temporary disk space.

“USER_VOLUME_LIST Statement” on page
312

VMLAN

Controls global attributes for guest LAN and
virtual switch support.

“VMLAN Statement” on page 316

XLINK_DEVICE_DEFAULTS

Changes the defaults for the CSE area location
and format for particular DASD types.

“XLINK_DEVICE_DEFAULTS Statement” on
page 320

XLINK_SYSTEM_EXCLUDE

Specifies the systems that CP is to exclude from
cross-system link.

“XLINK_SYSTEM_EXCLUDE Statement” on
page 324

XLINK_SYSTEM_INCLUDE

Specifies the systems that CP is to include in
cross-system link.

“XLINK_SYSTEM_INCLUDE Statement” on
page 325

XLINK_VOLUME_EXCLUDE

Specifies the DASD volumes that CP is exclude
from cross-system link.

“XLINK_VOLUME_EXCLUDE Statement” on
page 327

XLINK_VOLUME_INCLUDE

Specifies the DASD volumes that CP is include in
cross-system link.

“XLINK_VOLUME_INCLUDE Statement” on
page 329
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General Rules for Coding a System Configuration File

When creating or updating a system configuration file, you must follow some general syntax rules.

Format

The system configuration file can be a fixed-length or variable-length record file. After all continuations
of a statement have been resolved, no individual statement in the file should be longer than 4000
characters, and no individual record in the file should be longer than 4000 characters.

Comments

You can add comments to the file by delimiting them with a beginning character sequence of /*and an
ending sequence of */. A single comment may span multiple records in the file. Thus,

R e T T T T *
* The following section defines the CP owned volume list *
B e */

is a valid comment. As many comments as necessary may be entered on a single record in the file. For
example,

Features Retrieve Max 100 /% Max for all %/ Default 7 /* 7 to start */

is allowed.

Continuations

To put a statement in more than one record of the configuration file, place a comma at the ends of all but
the last line of the statement. For example, you can code the FEATURES statement as follows:

Features ,
Retrieve Max 100 , /* Max for all =x/
Default 7 /* 7 to start =/

A comma at the end of a line indicates that the statement is not yet complete. You should not code a
comma if the statement information is complete but a comment continues to the next record.

Features ,
Retrieve Max 100 , /* Maximum number of buffers a non
... privileged user may ask for */
Default 7 /* Seven to start. This matches the
. previous release's default */

is valid, but a comma after DEFAULT 7 would make the statement invalid, as you have specified no
subsequent options. The comma can be placed directly after the last entry on the line. Thus, the example
above would also be valid if specified as

Features,
Retrieve Max 100, /* Maximum number of buffers a non
. privileged user may ask for */
Default 7 /* Seven to start. This matches the
. previous release's default */

Finally, a blank line does not cause a continuation to be terminated. You could specify

Features,

Retrieve Max 100

because CP ignores any blank lines in the configuration file.
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Case

In general, it does not matter whether information in the system configuration file is entered in upper
case or mixed case. Most entries in the configuration file are converted to upper case before they are
processed. Thus,

System_Identifier_Default THATVM
and
System_Identifier_Default thatvm

would have the same results. An exception to this rule occurs when CP encounters a quoted string in the
file. A quoted string is any string enclosed within single quotation marks; the string may contain blanks
and special character sequences such as /* and */ that are not usually permitted in a single token. Where
quoted strings are allowed and a quoted string is specified in the configuration file, the text inside the
quotation marks is not converted to upper case. In the following example, the specified printer title would
remain in mixed case:

Printer_title I 'Internal Use Only'
while
Printer_title 3J Confidential

would create a print classification of CONFIDENTIAL.

Record Qualifiers

You can instruct CP to process certain statements in the system configuration file only if the file is being
used on certain systems. To do this, add one or more record qualifiers onto the front of a statement. A
record qualifier consists of a parameter followed by a colon. The parameter can be the system name to
which you wish the statement to apply, or it can be one of the following:

« a pattern that contains the special characters * (used in place of one or more arbitrary characters) and
% (used in place of exactly one arbitrary character) and that matches one or more systems to which you
wish the statement to apply

« a symbol defined with an EQUATE statement that lists the system or systems to which you wish the
statement to apply. An EQUATE statement can list such systems either explicitly or describe them using
the pattern matching discussed above.

For example, specifying
BOBVM1: BOBVM2: Operator_Consoles 00F2

will cause the above OPERATOR_CONSOLES statement to be processed only if the system being IPLed
is called BOBVM1 or BOBVM2. CP finds out the name of the system from SYSTEM_IDENTIFIER or
SYSTEM_IDENTIFIER_DEFAULT statements.

The Order of Statements in the File

In general, statements may be specified in the system configuration file in any order. There are, however,
a few exceptions to this rule:

« TIMEZONE_BOUNDARY statements can refer only to time zones that have been previously defined by
TIMEZONE_DEFINITION statements.

« IMBED statements and LOGO_CONFIG statements can only use the special filename or filetype
of -SYSTEM- if the system name has been previously resolved by a SYSTEM_IDENTIFIER or
SYSTEM_IDENTIFIER_DEFAULT statement.

« Record qualifiers can only be used if the system name has been previously resolved by a
SYSTEM_IDENTIFIER or SYSTEM_IDENTIFIER_DEFAULT statement.
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Therefore, we recommend that you code SYSTEM_IDENTIFIER, SYSTEM_IDENTIFIER_DEFAULT, and
EQUATE statements at the top of the configuration file.

For statements that do not specify lists of items, statements that occur later in the configuration file
override equivalent statements specified earlier. For example,

Features Disable Clear-TDisk

#eatures Enable Clear_TDisk

would cause TDISK clearing to be enabled. Exceptions to this rule are the CP_OWNED statement and
the IODF statement. If you specify more than one CP-OWNED statement with the same slot number, CP
uses only the first occurrence of these statements and ignores the subsequent statements. Likewise, if
you specify more than one IODF statement, CP uses only the first occurrence of the IODF statement and
ignores the subsequent statements.

Statements that specify lists of items are usually processed cumulatively.

User_Volume_List ESAUS1 ESAUS2 ESAUS3

ﬂser_Volume_List ESAUS4 ESAUS5 ESAUS6

would cause the user volume list to consist of all six specified volumes. Two exceptions to this rule

are the OPERATOR_CONSOLES statement and the EMERGENCY_MESSAGE_CONSOLES statement. Each
invocation of one of these statements defines an entire list of consoles to be used for a specific purpose;
any subsequent invocation causes the entire list for that purpose to be replaced.

Checking the Syntax of Statements in the File

You can check the syntax of the statements in a system configuration file by using the CPSYNTAX
command. This command checks the specified system configuration file and any files imbedded in that
file. For details, see z/VM: CP Commands and Utilities Reference.

Adding New Operands to Existing Statements

Warning: Care should be taken when adding new operands to existing statements in the system
configuration file. When a statement is processed by a CPLOAD module that does not include
support for the new operands on the statement, an error message is displayed and the entire
statement will be ignored. This will cause features and settings that were previously in effect

on your system to no longer be in effect. Backing out to a previous CPLOAD module or running

a mixed-release / mixed-service level SSI cluster are situations where an older CPLOAD module
may be used. To avoid issues caused by an existing statement being ignored, code each new
operand on a separate statement until it is supported by all releases of CP that will use this system
configuration file. Also, ensure the new statement is within a "TOLERATE_CONFIG_ERRORS YES"
section of the file if you wish to avoid being prompted during CP initialization.
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ACTIVATE ISLINK

ACTIVATE ISLINK Statement

‘ ] 1
»— ACTivate — ISLink rdev

L NODe — nodeid J -

Notes:

1You can specify a maximum of 16 real device numbers.

Purpose
Use the ACTIVATE ISLINK statement to identify a communication link to ISFC.

How to Specify
Include as many statements as needed; they are optional.

Note that when an SSI statement is included in the configuration file, ACTIVATE ISLINK statements must
also be specified to define direct ISFC connections from every member to each of the other members of
the SSI cluster.

Operands

rdev
identifies one to sixteen real device numbers you want to use as a link.

When the first device is initialized for a new link, the ISLINK for that node is created automatically.

NODe nodeid

is the optional node (gateway) identifier for the ISFC link expected for each rdev. If not specified, it is
determined by device initialization.

If a conflicting nodeid is specified for an already active device, an error message is issued.

Usage Notes

1. The system operator receives all informational and error messages.

2. You can improve throughput across your ISFC link by activating more than one device on the same link.
Note, however, that FICON® subchannels on the same channel path share some hardware resources.
In general you will observe better data transfer rates if subchannels on a given link are configured to
use different channel paths.

3. When an SSI statement is specified, ACTIVATE ISLINK statements must also be specified to define
direct ISFC connections to each of the other members of the SSI cluster. If other member(s) are
joined to the cluster during IPL of an SSI member, ISFC connections to the joined members must be
established before the system operator is logged on and IPL completes.

« If there is not an ISFC connection to every joined member, message HCP16691 is displayed and the
system waits until there are connections to all joined members.

« If there are not enough ACTIVATE ISLINK statements to define direct connections to every joined
member, message HCP1670E is displayed, followed by disabled wait state 1670.

4. Avoid using different CHPID speeds in any one logical link, as that will cause the ISFC logical link to
operate less efficiently.
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ALTERNATE_OPERATORS Statement

»— ALTERNATE_OPERators fuse:idju

Purpose

Use the ALTERNATE_OPERATORS statement to specify a maximum of eight user IDs that have the
potential to become the system operator automatically when the primary system operator logs off.

How to Specify

The ALTERNATE_OPERATORS statement is optional. You can place the ALTERNATE_OPERATORS
statement anywhere in the system configuration file. If you specify more than one
ALTERNATE_OPERATORS statement, the last statement overrides any previous specifications.

Operands

userid
specifies up to eight alternate operator user IDs. If the current primary system operator logs off and
the default primary system operator is not available, one of these user IDs automatically becomes the
primary system operator if the following conditions are met:

 the user ID is logged on or disconnected

« the user ID has at least one of the privilege classes required for the system operator at the time the
operator logs off.

The variable userid is an alphanumeric character string of as many as eight characters. There is no
default alternate operator user ID.

Usage Notes

1. If alternate operator user IDs are specified and the primary system operator logs off, CP will select the
default operator ID before the alternates if the default operator is logged on or disconnected.

2. If no alternate operator user IDs are specified or no alternate can be selected when the primary
system operator logs off, there will be no operator until one the following events occurs:

« The default operator ID logs on
« Any user ID logs on with at least one of the privilege classes required for the system operator
« The SET SYSOPER command successfully selects a new operator
« The system is IPLed.
3. For more information, see “SYSTEM_USERIDS Statement” on page 290.
4. For more information, see “PRIV_CLASSES Statement” on page 219.

Examples

To specify user IDs ALTOP, OTHEROP and OPBACKUP as alternate operators, use the following
ALTERNATE_OPERATORS statement:

Alternate_Operators,
ALTOP, /* This ID is tried after the default operator =/
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OTHEROP, /x This ID will be tried next */
OPBACKUP /x This ID is tried last */
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ASSOCIATE EXIT Statement

REPlace DISAble
1
»— ASSOCiate — EXit — exit — r T EPName —»

h Following j L ENable —J
Preceding
eru

Notes:

1 You can specify the following operands in any order, as long as EPNAME is the last operand
specified.

Purpose
Use the ASSOCIATE EXIT statement to assign one or more entry points or external symbols to an exit
point during initialization.

You can also assign entry points and external symbols to an exit point after initialization by using the
ASSOCIATE EXIT command. For more information, see ASSOCIATE EXIT in z/VM: CP Commands and
Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place ASSOCIATE EXIT statements
anywhere in the system configuration file.

If you specify more than one statement with the same exit point number, CP keeps a cumulative list of
operations. For example, if you have one statement indicating that you want to replace the list of entry
point names and a later statement indicating that you want to add an entry point to the end of the list, CP
replaces the list and adds to the end. The second statement does not overrule the first statement.

Operands

exit
is the number of the exit point to which you want to assign an entry point or external symbol. The
variable exit must be a hexadecimal number between X'0000' and X'FFFF'.

REPlace
tells CP to replace the current list of entry point names and external symbols that are already
associated with this exit point with the list specified after the EPNAME operand.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

Following
tells CP to add the specified entry point names or external symbols to the end of the list of existing
entry point names and external symbols that are already associated with the specified exit point
number.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.
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ASSOCIATE EXIT

Preceding
tells CP to add the specified entry point names or external symbols to the beginning of the list of
existing entry point names and external symbols that are already associated with the specified exit
point number.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

DISAble
tells CP not to call the entry points and external symbols associated with this exit point until you
enable it. (For more information about enabling exit points, see Usage Note “4” on page 59.) If
omitted, DISABLE is the default.

ENable
tells CP to immediately start calling the entry points and external symbols associated with this exit
point.

EPName name
is the name (or names) of the entry point or external symbol that CP calls when encountering this
exit point number. Each name must be a 1-character to 8-character string. The first character must be
alphabetic or one of the following special characters: dollar sign ($), number sign (#), underscore (_),
or at sign (@). The rest of the string can be alphanumeric characters, the four special characters ($, #,
_,and @), or any combination thereof.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

Usage Notes

1. If you specify the ASSOCIATE EXIT statement in your system configuration file, you should also
specify the CPXLOAD statement to load the customer-written CP routines for the exit point into the
system execution space. These customer-written CP routines should contain the entry point names
and external symbols that you will specify on the ASSOCIATE EXIT statement.

If CP cannot locate one or more of the entry point names or external symbols on your ASSOCIATE
EXIT statement after initialization, CP will ignore the unknown entry point name or external symbol
that it does not recognize and continues normal processing. If the unknown entry point or external
symbol is part of a list associated with an exit point, CP continues processing the other members of
the list. CP does not ignore an exit point because it cannot find one entry point or external symbol in
the list. CP only ignores an exit point if it cannot find all the entry points and external symbols in the
list.

For more information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM: CP
Commands and Utilities Reference.

2. To display whether there are any unknown entry points or external symbols associated with an exit
point, use the QUERY UNRESOLVED command. For more information, see QUERY UNRESOLVED in
z/VM: CP Commands and Utilities Reference.

3. If you specify the ASSOCIATE EXIT statement and do not specify the ENABLE operand, CP will
redefine the exit point with the information from your ASSOCIATE EXIT statement, but will not call
any of the entry points or external symbols associated with that exit point until you later enable it.

4. There are 4 ways to enable an exit point:

» Specify another ASSOCIATE EXIT statement further on in your system configuration file and specify
the ENABLE operand,

 Specify an ENABLE EXITS statement further on in your system configuration file. For more
information, see “ENABLE EXITS Statement” on page 146.

« Enter an ASSOCIATE EXIT command after initialization and specify the ENABLE operand, or
« Enter an ENABLE EXITS command after initialization.
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ASSOCIATE EXIT

For more information, see ASSOCIATE EXIT and ENABLE EXITS in z/VM: CP Commands and Utilities
Reference.

By default, exit points are disabled. Thus, in general, you should follow any ASSOCIATE EXIT
commands or statements with ENABLE EXITS commands or statements.

5. CP calls the entry points and external symbols for an exit point in the order that you specify them on
the ASSOCIATE EXIT statement or command, unless an entry point overrides this action. Any entry
point can tell CP to change the normal processing flow by skipping one or all subsequent entry points
or external symbols.

6. To display status and usage statistics information about a specific exit point after initialization, use
the QUERY EXITS command. For more information, see QUERY EXITS in z/VM: CP Commands and
Utilities Reference.

Note: While processing the ASSOCIATE EXIT statement (or command), CP creates a CP exit block

for the specified exit point. For a static exit point, CP does not create CP exit control blocks until

you associate one or more entry points or external symbols with that exit point. If you try to issue a
QUERY EXITS command against such an exit point, CP issues message HCP2752E as the response to
your QUERY EXITS command. For a dynamic exit point, QUERY EXITS responds with the definition of
the exit, even if there are no entry points associated with it.

7. To display the address of the CP exit block for a specific exit point after initialization, use the LOCATE
XITBK command. For more information, see LOCATE XITBK in z/VM: CP Commands and Utilities
Reference. Again, if you have not associated one or more entry points or external symbols with the
specified exit point, there is no CP exit block for CP to locate and display. Instead, CP issues error
message HCP2752E.

8. To display the address of the CP indirect call locator block for a specific exit point, use the LOCATE
ICLBK command. For more information, see LOCATE ICLBK in z/VM: CP Commands and Utilities
Reference.

9. To change the definition of an existing dynamic exit point, or remove the exit point from the system,
use the MODIFY EXIT statement or command. For more information, see “MODIFY EXIT Statement”
on page 191. See also MODIFY EXIT in z/VM: CP Commands and Utilities Reference.

10. To stop CP from calling the entry points and external symbols associated with one or more exit
points after defining those exit points, use the DISABLE EXITS command. For more information, see
DISABLE EXITS in z/VM: CP Commands and Utilities Reference.

11. To remove the customer-written CP routines from the system execution space:

a. Use the DISASSOCIATE command to revoke all entry point and external symbol assignments
that were made with the ASSOCIATE EXIT statement or command. For more information, see
DISASSOCIATE in z/VM: CP Commands and Utilities Reference.

b. Use the CPXUNLOAD command to unload the customer-written CP routines. For more information,
see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

12. After creating a CP exit block, CP will not erase that CP exit block until another IPL. Disabling the exit
point affects certain fields in the CP exit block, but does not erase it. Disassociating the entry point
names and external symbols erases those fields in the CP exit block, but does not erase the CP exit
block itself.

13. For more information about user-defined exit points, see Benefits of using CP exits in z/VM: CP Exit
Customization.

Examples

1. To have CP associate entry point HCPSRCOO with exit number F and to replace any existing entry point
associations, use the following:

Associate Exit £ EPname hcpsrc00

2. To have CP add entry point HCPSRCO04 at the end of the current list for exit point 9C, use the following:
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ASSOCIATE EXIT

Associate Exit 9c Following EPname hcpsrc04
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ASSOCIATE MESSAGES / MSGS Statement

REPlace
1
»— ASSOCiate MESSages — COMPonent — compid >

Preceding
f_ DELay j
> EPName name

L NODELay J

Notes:

1 You can specify the following operands in any order, as long as EPNAME is the last operand
specified.

Purpose

Use the ASSOCIATE MESSAGES / MSGS statement to assign an external symbol to a local message
repository and to give CP information about how to select the messages in that repository during
initialization.

You can also assign external symbols to local message repositories after initialization using the
ASSOCIATE MESSAGES or MSGS commands. For more information, see ASSOCIATE MESSAGES / MSGS in
z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place ASSOCIATE MESSAGES or MSGS
statements anywhere in the system configuration file.

If you specify more than one statement with the same component name, CP keeps a cumulative list of
operations. For example, if you have one statement indicating that you want to replace the list of entry
point names and a later statement indicating that you want to add an entry point to the end of the list, CP
replaces the list and adds to the end. The second statement does not overrule the first statement.

Operands

COMPonent compid
tells CP the component identifier to use when issuing one of the messages in the local message
repository. The variable compid is a 1-character to three-character alphanumeric string. For example,
the component ID for the system message repository (z/VM) is HCP, which is, by default, the last
message repository in the search list. For more information, see Usage Note “1” on page 63.

REPlace
tells CP to replace the current list of entry point names and external symbols that are already
associated with this local message repository with the list specified after the EPNAME operand.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

Following
tells CP to add the specified entry point names or external symbols to the end of the list of existing
entry point names and external symbols that are already associated with the specified local message
repository.
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ASSOCIATE MESSAGES / MSGS

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

Preceding
tells CP to add the specified entry point names or external symbols to the beginning of the list of
existing entry point names and external symbols that are already associated with the specified local
message repository.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

DELay
tells CP to process this ASSOCIATE statement after all of the CP_ACCESS statements have been
processed and after all of the delayed CPXLOAD statements have been processed. If omitted, DELAY
is the default.

NODELay
tells CP to process this ASSOCIATE statement immediately.

EPName name
is the name (or names) of the entry point or external symbol that points to the data in the system
execution space where the local message repository can be found. Each name must be a 1-character
to 8-character string. The first character must be alphabetic or one of the following special characters:
dollar sign ($), number sign (#), underscore (_), or at sign (@). The rest of the string can be
alphanumeric characters, the four special characters ($, #, _, and @), or any combination thereof.

Note: The order that you specify the entry points and external symbols is the order in which CP will
call them.

Usage Notes

1. HCP is the standard component ID for z/VM messages. If you do not specify any ASSOCIATE
MESSAGES or MSGS statements (or commands) for an entry point, HCPMES is, by default, the only
message repository in the search list for that entry point.

If you do assign one or more local message repositories to an entry point, those repositories are
added to the search list in the order that you specify (using the REPLACE, FOLLOWING, or PRECEDING
operands) and, by default, HCPMES is the last message repository in the search list.

When the routines in that entry point issue a message, CP searches the first message repository in

the search list. If CP finds the message in that repository, it issues the message and does not search
any more repositories. If CP does not find the message, it continues searching through each repository
until it finds the first occurrence of that message.

Using ASSOCIATE MESSAGES or MSGS statements (or commands), you can assign local message
repositories which override existing z/VM messages in the HCPMES repository. Or, you can specify HCP
as the component ID and move the z/VM message repository to a place in the search list other than
last place.

2. Before CP can begin using your message repository, you must:
a. Generate your messages using the CMS GENMSG command. For more information, see CMS
GENMSG in z/VM: CP Commands and Utilities Reference.

b. Load the message repository file by using the CPXLOAD statement or command. For more
information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM: CP Commands
and Utilities Reference.

3. If CP cannot find the entry point you specified for EPNAME when the message is being displayed, CP
displays message substitution data, if any.

4. To display information about the local message repositories available on your system, use the QUERY
CPLANGLIST command and specify the ASSOCIATED operand. For more information, see QUERY
CPLANGLIST in z/VM: CP Commands and Utilities Reference.

5. To remove the message repository file from the system execution space:
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ASSOCIATE MESSAGES / MSGS

a. Use the DISASSOCIATE command to revoke the external symbol assignment made with the
ASSOCIATE MESSAGES or MSGS statement (or command.)

b. Use the CPXUNLOAD command to unload the repository.

For more information, see DISASSOCIATE and CPXUNLOAD in z/VM: CP Commands and Utilities

Reference.
6. To have CP use the message repositories associated with a specific component, you must specify that
component ID on the COMPID keyword of the HCPCONSL macroinstruction. For more information, see

z/VM: CP Exit Customization

Examples

1. To have CP assign an uppercase English message repository containing messages starting with OUR to
entry point OURMESS1, use the following:

Associate Messages component our, /* Set it up so we can use %/
preceding, /* messages we wrote. */

epname ourmessil
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BEGIN / END

BEGIN / END Statements

»— qualifier(s) — BEGIN >«

qualifier(s)
»- J—_ _—1 END »«

Purpose

Use BEGIN and END statements to identify blocks of system configuration file statements that apply to
particular systems. Blocks make it easy to define CP-owned lists and other statements that are unique to
specific systems in a common configuration file.

How to Specify

BEGIN is an optional statement. If a BEGIN statement is specified, then a corresponding END statement
must be specified in the same file. A BEGIN block cannot end in a different file.

Statement blocks bound by BEGIN and END cannot be nested in other BEGIN blocks.

Operands

qualifier(s)
are the record qualifiers used to identify the systems that are associated with a BEGIN block. For the
definition of a record qualifier, see “Record Qualifiers” on page 53. Up to 64 qualifiers can be specified
on a BEGIN or END statement.

The END statement applies to all qualifiers specified on the previous BEGIN statement. Therefore,
qualifiers are optional on END, but if specified, must match those specified on the previous BEGIN.

Usage Notes

1. No record qualifiers are allowed on individual statements within a BEGIN block.

2. If an error related to a BEGIN or END statement is found, a wait state 1689 occurs. A BEGIN or
END error could result in statements being included or excluded erroneously. Depending on which
statements process incorrectly, the system might initialize in a manner that results in loss of data. The
wait state enables you to fix the problem without risking the loss of data.

Examples

1. To have one set of CP-OWNED statements apply to one system and another set of CP-OWNED
statements apply to another system, use the following statements:

VM1: BEGIN
CP_Owned Slot 1 VM1PG1
CP_Owned Slot 2 SPVOL1 Owned
CP_Owned Slot 3 SPVOL2 Shared
CP_Owned Slot 4 VM1PG2

VM1: END

VM2: BEGIN
CP_Owned Slot 1 VM2PG1
CP_Owned Slot 2 SPVOL1 Shared
CP_Owned Slot 3 SPVOL2 Owned
CP_Owned Slot 4 VM2PG2

VM2: END
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BEGIN / END

2. The following shows an OPERATOR_CONSOLES statement that applies to two systems:

VM1: VM2: BEGIN
Operator_Consoles 0009 ,
001F 0500 0520 0530 0540 0550 0560 0570 0580 ,
001D 0O1E
END

66 z/VM: 7.3 CP Planning and Administration



CHARACTER_DEFAULTS

CHARACTER_DEFAULTS Statement

ASCII_LINE_DELete — |
( J l J <
L ASCII_LINE_DELete c J
L OFF —J
CHAR_DELete — @
[ 1

L CHAR_DELete T c j—j
OFF

Lf— ESCape — ™' T
ESCape L O;F _J

J— LINE_DELete ¢ ﬁ
L LINE_DELete c J
L OFF —J
f— LINE_END # j
L LINE_END c j—j
E OFF

‘ ™7™ J
LTAB c I
CowJ

»— CHARACTER_DEFaults

Notes:
1 You must specify at least one of the following operands.

Purpose

Use the CHARACTER_DEFAULTS statement to set the default characters that will represent the logical
character delete, escape, line delete, line end, and tab symbols on your system.

Operands

ASCII_LINE_DELete ¢
defines the logical line delete symbol for ASCII devices on your system. Choose a character that is

not commonly specified by the users on your system. If you specify OFF, your system will not have a
logical line delete function for ASCII devices. If omitted, the default is a left bracket ([).

CHAR_DELetec
defines the default logical character delete symbol on your system. Choose a character that is not

commonly specified by the users on your system. If you specify OFF, your system will not have a
logical character delete symbol. If omitted, the default is an at sign (@).
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ESCapec
defines the default logical escape symbol on your system. Choose a character that is not commonly
specified by the users on your system. If you specify OFF, your system will not have a logical escape
character. If omitted, the default is a double quotation mark ().

LINE_DELete c
defines the logical line delete symbol for all non-ASCII devices on your system. Choose a character
that is not commonly specified by the users on your system. If you specify OFF, your system will not
have a logical line delete function. If omitted, the default is a cent sign (¢).

LINE_END c
defines the logical line end symbol on your system. Choose a character that is not commonly specified
by the users on your system. If you specify OFF, your system will not have a logical line end symbol. If
omitted, the default is a pound sign (#).

TAB c

defines the logical tab symbol on your system. If you specify OFF, your system will not have a logical
tab character. If omitted, the default is a right bracket (]).

For each of the Operands, you can specify ¢ by typing the character (c), by typing the character
enclosed in single or double quotation marks ('c') or ("c") or by typing the hexadecimal equivalent
of the character (X'hh") or (X"hh"). If you need to specify a single quotation mark, enclose it within
double quotation marks. If you need to specify a double quotation mark, enclose it within single
quotation marks.

Usage Notes

1. The CHARACTER_DEFAULTS statement defines default symbols for your entire system. If you want to
override the system defaults for a specific user, you can specify defaults for that user:

« Onthe USER or IDENTITY directory statement in the user directory. For more information, see “USER

Directory Statement” on page 612 and “IDENTITY Directory Statement” on page 506.

« By having the user issue the CP TERMINAL command after logging on. For more information, see
TERMINAL in z/VM: CP Commands and Utilities Reference.

2. You cannot use any of the letters A through Z, the numbers 0 through 9, or the bytes X'OE' (shift out) or
X'OF' (shift in) for the line-end, line-delete, character-delete, escape, or tab characters.

3. With the widespread use of "@" in internet addresses, it is recommended that you specify OFF for the
default character-delete symbol, or define a symbol other than @ as the character-delete symbol, to
avoid problems in the data stream.

4. Specifying a blank character (X'40") for any of the default symbols is not recommended.

5. The character display depends on the code page used by the terminal emulator. These characters are
from code page 037 United States:

#X'7B'

SYSLEND LINEND
¢ X'4A'

SYSLDEL LINDEL
@ X'7C'

SYSLCEL CHARDEL
[ XII7FI

SYSLESCP ESCAPE
_ X'6A'

SYSTAB TABCHAR
[ X'AD'

SYSALDEL LINDEL
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CHARACTER_DEFAULTS

Examples

1. To turn off the logical line delete symbol and define the logical tab symbol on your system as a
backslash (\), use the following CHARACTER_DEFAULTS statement:

Character_Defaults Line_Delete off, /* Turn off Line_Delete */
Tab \ /* Override Tab default */
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CP_ACCESS Statement
SR
»— CP_ACCess — userid — vdev — fm %—N
mode
Purpose

Use the CP_ACCESS statement to specify a CMS-formatted minidisk that CP should access when it brings
the user directory online. This CP-accessed minidisk may contain system, logo, or device information to
use at run-time. This information may include log messages and logos. CP searches for this information
on any CP-accessed disks you specify in the order that you specify.

How to Specify

Include as many statements as needed; they are optional. You can place CP_ACCESS statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

userid
specifies the user ID of the owner of the minidisk that you want to make available to CP.

vdev
is the virtual device number of the specified user's minidisk, as defined in the virtual machine
definition in the user directory. The number can be any hexadecimal nhumber between X'0000' and
X'FFFF'.

fm
is the file mode letter that you want assigned to all files on the specified minidisk. You can specify any
letter from A to Z.

mode
is the access mode. The following is a list of valid modes listed in order of increasing control:

R
Read-only access. CP establishes read access.

RR
Read-only access. CP establishes read access.

W
Write access. CP establishes write access.

WR
Write access. CP establishes write access. If write access is denied, CP establishes read access.

M
Multiple-write access. CP establishes write access. If a previous write, stable, or exclusive mode
access exists, CP denies access.

MR
Multiple-write access. CP establishes write access. If a previous write or stable access exists, CP
establishes read-only access.

MW
Multiple-write access. CP establishes write access in all cases.
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(The default) Stable read-only access. CP establishes read access. CP denies all requests for write
access to a disk with an existing SR mode access. A stable access means that the user holding the
SR access can be assured that the disk remains stable, unchanged by others, until CP releases the
access.

SW
Stable write access. CP establishes write access. CP denies all requests for write access to a disk
with an existing SW mode access. A stable access means that the user holding the SW access can
be assured that the disk remains stable, unchanged by others, until CP releases the access.

SM
Stable multiple access. CP establishes write access. CP denies all requests for write access to a
disk with an existing SM mode access. A stable access means that the user holding the SM access
can be assured that the disk remains stable, unchanged by others, until CP releases the access.

ER
Exclusive read-only access. CP establishes read access. CP denies all requests for access to a
disk with an existing exclusive mode. An exclusive access means that the user holding the ER
access has stable access with the added restriction that no one else has, or can get access to, the
specified minidisk until CP releases the access.

EW
Exclusive write access. CP establishes write access. CP denies all requests for access to a disk
with an existing exclusive mode. An exclusive access means that the user holding the EW access
has stable access with the added restriction that no one else has, or can get access to, the
specified minidisk until CP releases the access.

Usage Notes

1. Because CP does not bring the user directory online until after all CP_ACCESS statements are parsed,
CP cannot tell you whether you specified an invalid user ID and virtual device number combination.
To find out which CP_ACCESS statements were valid, you must wait until initialization completes and
check to see what minidisks CP accessed. To display all the CP-accessed minidisks, use the QUERY
CPDISKS command. For more information, see the z/VM: CP Commands and Utilities Reference.

2. If you specify the NODIRECT option during the IPL, CP ignores all CP_ACCESS statements in the
system configuration file.

3. After initializing CP, use the CPACCESS command to access minidisks for CP and use the CPRELEASE
command to release minidisks. For more information, see CPACCESS and CPRELEASE in z/VM: CP
Commands and Utilities Reference.

4. The use of the stable and exclusive link modes (SR, SW, SM, ER, EW) is controlled by the LNKSTABL
and LNKEXCLU options on the OPTION directory statement. For more information, see “OPTION
Directory Statement” on page 568.

Examples

1. To access three minidisks owned by the MAINT and PICTURE user IDs, use the following CP_ACCESS
statements:

CP_Access maint 0300 a SR /* Give CP access to LOGMSG files =%/
CP_Access maint 0301 b SR /* Give CP access to backup

LOGMSG files */
CP_Access picture 0193 c¢ SR /* Give CP access to LOGO files */
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CP_ADDON_INITIALIZE_ROUTINES

CP_ADDON_INITIALIZE_ROUTINES Statement

»»— CP_ADDON_INITIALIZE_ROUtines L entry point name lb(

Purpose

Code the CP_ADDON_INITIALIZE_ROUTINES statement to generate a list of installation-added entry
points in CP which are to be called during system initialization.

How to Specify

The CP_ADDON_INITIALIZE_ROUTINES statement is optional; if specified, you can include as many
statements as you need as long as the total number of entry points does not exceed 500.

You can place CP_ADDON_INITIALIZE_ROUTINES statements anywhere in the system configuration file.
If you specify more than one statement with the same operands, the last operand definition overrides any
previous specifications.

Operands

entry point name
is the installation-defined entry point which is to be called during system initialization. The variable
entry point name is a 1-character to 8-character identifier. This must be a valid CP entry point, which
can be located with the CP LOCATE command. The entry point must be MP (multi-processor)-capable
and use a dynamic savearea.

Usage Notes

1. Entry points listed must be included in the CP module.

2. CP will schedule each of the specified entry points for execution during the system initialization
process. However, the entry points may not run until after initialization is complete.

Examples
To specify LOCALMOD, USERMOD, and XMOD as entry points to be started during system initialization,

code the following CP_ADDON_INITIALIZE_ROUTINES statement:

CP_ADDON_INITIALIZE_ROUTINES LOCALMOD,USERMOD, XMOD
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CP_OWNED Statement

»— CP_OWNed — Slot — nnn volid p<
Dump — L RDEV — rdev —J
Own 1—/
Shared 1)
RESERVEd
Notes:
1 The OWN and SHARED operands are ignored and are included for compatibility only.

Purpose

Use the CP_OWNED statement to define a list of up to 255 CP-owned DASD volumes. CP-owned DASD
volumes are the CP system residence volume and any volumes containing real system paging, spooling,
dump, directory, and temporary disk space.

How to Specify

Include as many statements as needed; they are optional. You can place CP_OWNED statements
anywhere in the system configuration file. If you specify more than one statement with the same slot
number, CP uses only the first statement. Subsequent CP_OWNED statements do not redefine the slot.

Operands

Slot nnn
tells CP the number of the slot in the CP-owned volume list. nnn must be a decimal number from 1 to
255.

volid
is the 1- to 6-character volume serial number of the volume you want to include in the CP-owned
volume list.

Dump
tells CP to reserve the spool space on the specified volume exclusively for dumps.

Own
is ignored and is included for compatibility only. In an SSI cluster, volume ownership is determined by
the ownership information recorded on the volume.

Shared
is ignored and is included for compatibility only. In an SSI cluster, volume ownership is determined by
the ownership information recorded on the volume.

RDEV rdev

specifies the real device address of the DASD volume you want to include in the CP-owned volume
list. The variable rdev is a 1- to 4-character hexadecimal device address.

RESERVEd
tells CP to reserve the slot for future use.

Usage Notes

1. Before CP can use a DASD, you must format, label, and allocate space on the DASD. You can do this
using the Device Support Facilities program (ICKDSF) or the CPFMTXA utility. However, we recommend
that you use the ICKDSF method of CP volume maintenance because it is required for certain DASD
types. You should format ECKD devices without filler records using ICKDSF. For more information
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about ICKDSF, see the ICKDSF User's Guide and Reference. For more information about CPFMTXA, see
CPFMTXA in z/VM: CP Commands and Utilities Reference.

2. If you specify a volume that is not mounted on a CP_OWNED statement when CP is loaded, CP
considers that volume unavailable. If possible, CP continues processing and creates an empty slot for
the specified volume in the CP-owned volume list. By creating empty slots in the CP-owned volume
list, you can provide space for future growth. When you need to attach a volume to the system, the
system operator can mount and attach the volume (using the CP ATTACH command) without having to
re-IPL the system. For more information, see ATTACH in z/VM: CP Commands and Utilities Reference.

3. You can add new volumes to a system that has already been IPLed in RESERVED slots in the CP-owned
volume list. For more information, see “Adding DASD Space to a Running System” on page 656.

To delete a CP_OWNED volume:

« Remove the CP_OWNED statement from the system configuration file. In this case, you must IPL with
a cold start.

« Change the volid to RESERVED in the system configuration file. In this case, you must IPL, but a cold
start may not be necessary.

Attention: If you delete any volume that contains spool space from the CP-owned volume list,
or move any volume that contains spool space to a different slot in the CP-owned volume list,

a clean start is required. A clean start causes the deletion of spool files and system data files,
including named saved systems and saved segments. Files that need to be preserved over such
a change should be dumped to tape using the SPXTAPE DUMP command.

After the clean start, SPXTAPE LOAD should be used to restore the spool files and system data files
from tape. This ensures that spool files and system data files that existed on the system before
deletion or movement of volumes in the CP-owned volume list are restored correctly.

4. If you specify the DUMP option for a volume with spool space that is already in use when you IPL
the system, those spool files remain on that volume until you move them with a CP SPXTAPE DUMP
command with the PURGE option. For more information, see SPXTAPE in z/VM: CP Commands and
Utilities Reference.

5. If the DASD volume at the specified RDEV address has a different volume ID than specified on the
CP_OWNED statement, or if no DASD volume exists at the specified RDEV address, no volume with the
specified volume ID is attached.

6. At system initialization (IPL), if more than one DASD volume has the same volume serial number (volid)
and that volid is in the CP or user volume list, and no rdev has been specified for that volid, the volume
with the lowest device number is attached to the system. This rule does not apply to duplicates of the
system residence volume (the volume containing the minidisk from which the CP nucleus module was
read).

7. Specifying an rdev on the CP_OWNED statement provides a convenient method for managing a case
where there might be multiple DASD defined to the system that have the same volume ID, and the
device with the higher device number is the one that should be attached. This eliminates the need to
set the devices OFFLINE_AT_IPL and then attach the devices after the IPL process has completed.

8. For IBM recommendations on dump space allocation, see “Allocating Space for CP Hard Abend
Dumps” on page 651.

Examples

1. To define a CP-owned volume list that contains:
« A system residence volume
« A volume for spool and temporary disk space
« Two volumes for spool space, one residing at a particular RDEV humber
« A volume for dump space
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CP_OWNED

« Three empty slots for volumes you will be getting shortly

use the following CP_OWNED statements:

CP_Owned
CP_Owned
CP_Owned
CP_Owned
CP_Owned

CP_Owned
CP_Owned
CP_Owned

Slot
Slot
Slot
Slot
Slot

Slot
Slot
Slot

001
002
003
004
005

006
007
008

esares
essysl

essys2

sysdmp Dump
spooll RDEV 3BCO

Reserved
Reserved
Reserved

System Residence volume %/
Spool and T-disk space */

Spool space */
Dump space */
More spool space */

Leave some slots open in %/
case we need to add some %/
extra spool space later. =/
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CPXLOAD Statement

*
»— CPXLoad — fn ft { } 1—| Runtime Operands |—>
TEXT J fm

*

TXTLIB % MEMber — member
fm

Load Operands

Runtime Operands
LOck MP

NOLOck

NONMP
Load Operands
DELay LEt
»—2 CONtrol — epname j 3 PERManent
1 NOCONtrol —J L NODELay J L NOLEt J L TEMPorary T
Notes:

1 You can specify the Runtime and Load operands in any order.

2 If you specify CONTROL or NOCONTROL on an OPTIONS directive, you can omit them on this
CPXLOAD command.

3 If you specify PERMANENT or TEMPORARY on an OPTIONS directive, you can omit them on this
CPXLOAD command.

Purpose

Use the CPXLOAD statement to load a file containing customer-written CP routines from the parm disk or
a CP-accessed disk into the system execution space during initialization.

You can also load customer-written CP routines into the system execution space after initialization
using the CPXLOAD command. For more information, see CPXLOAD in z/VM: CP Commands and Utilities
Reference.

How to Specify

Include as many statements as needed; they are optional. You can place CPXLOAD statements anywhere
in the system configuration file. For more information about where you can place the customer-written CP
routines, see Usage Note “3” on page 78.

Operands
fn

is the name of the file that you want loaded. Because you are loading during system initialization, you
must make sure the CP routines are located in a place where CP can find them. See Usage Note “3” on
page 78 for more information.

ft
is the file type (other than TEXT or TXTLIB) of the file that you want loaded.
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CPXLOAD

This file may contain CPXLOAD directives, text records, or a combination of both. If the file contains
text records, it must have a fixed record format (RECFM F) and a logical record length of 80 (LRECL
80). If the file does not contain text records, it can be any record format and must have a logical
record length less than 4,000 (LRECL < 4000).

TEXT
tells CP that this is a text file that contains 1 or more CSECTs and can contain 1 or more CPXLOAD
directives. Text files must have a fixed record format (RECFM F) and a logical record length of 80
(LRECL 80).

TXTLIB
tells CP that the file is a text library that contains 1 or more members. A TXTLIB member can contain
1 or more control sections (CSECTs) and can contain CPXLOAD directives. TXTLIB files must have a
fixed record format (RECFM F) and a logical record length of 80 (LRECL 80).

tells CP to search the list of CP-accessed minidisks until it finds the first occurrence of the specified
file that you want loaded. If you do not specify a file mode, * is the default.

fm

is the file mode of the CP-accessed minidisk containing the file that you want loaded.
MEMber member

is the name of the member in the TXTLIB that you want loaded.

You can use generic member names to request a specific subset of files. A generic member name is a
1-character to 8-character string with asterisks (*) in place of 1 or more characters and percent signs
(%) in place of exactly 1 character. For example:

hc%px ...

lists all members that start with HC and have P as their fourth character.

LOck

NOLOck
has no effect and is retained only for compatibility. All symbols are considered resident, which means
they cannot be locked or unlocked.

MP
tells CP that the entry point is multiprocessor (MP) capable. This means that the entry point can be
dispatched on any of the machine's processors. If omitted, MP is the default.

NOMP

NONMP
tells CP that the entry point is dispatched only on the master processor, because (in general) the
entry point assumes that competitive routines are also not multiprocessor (MP) capable. Use NOMP or
NONMP to prevent entry points from overlaying each other's chains of control blocks when you do not
take the precaution of getting a system lock. For example, SPOOL routines are NOMP.

CONtrol epname
tells CP to call the specified entry point after loading the customer-written CP routines and before
processing a CPXUNLOAD request. You can load the customer-written CP routines containing the
specified entry point either before or within this CPXLOAD request. The variable epname must be
a 1-character to 8-character string. The first character must be alphabetic or one of the following
special characters: dollar sign ($), number sign (#), underscore (_), or at sign (@). The rest of the
string can be alphanumeric characters, the 4 special characters ($, #, _, and @), or any combination
thereof.

Note: Normally, if CP cannot find an entry point when processing an exit point routine, it ignores
the unknown entry point and continues normal processing. This is not true when you specify the
CONTROL epname operand. If CP cannot find the entry point you specify on CONTROL, CP will
terminate processing your CPXLOAD statement and will not load the customer-written CP routines
into the system execution space.
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NOCONTtrol
tells CP not to call an entry point after loading the customer-written CP routines and before
processing a CPXUNLOAD request.

DELay
tells CP to process all CP_ACCESS statements before processing this CPXLOAD statement. The
customer-written CP routines that you are loading must be located on one of the disks specified
on one of the CP_ACCESS statements. If omitted, DELAY is the default.

NODELay
tells CP to process this CPXLOAD statement immediately and not to wait until after processing the
CP_ACCESS statements. This means that the customer-written CP routines must be a file on the parm
disk, which is the only disk that CP has access to at this stage of the initialization process. If you
specify a file mode letter and NODELAY, CP ignores your file mode, issues message HCP27771, and
looks for your customer-written CP routines on the parm disk.

LEt
tells CP to load the specified file and to ignore any records that are completely blank or that contain
an unexpected value in column 1. This is meant to accommodate the noncommented information that
can be left in a TEXT file by an assembler utility such as VMHASM.

NOLEt
tells CP to stop loading the specified file when it encounters an unexpected value in column 1. Column
1 is expected to contain "*' (to denote a comment), X'02' (to denote a TEXT record), or blank (to
denote a possible CPXLOAD directive).

PERManent
tells CP that the customer-written CP routines being loaded are to remain a part of CP untila CP
SHUTDOWN command is issued or a software-initiated restart (bounce) occurs. This means you
cannot use the CPXUNLOAD command to remove these CP routines.

TEMPorary
tells CP that the customer-written CP routines being loaded can be unloaded in the future with a
CPXUNLOAD command.

Usage Notes

1. When loading your files into storage, CP treats each control section (CSECT) independently for
storage allocation. Also during loading, CP allocates 1 page of storage to each CSECT. There is
1 exception: if CP encounters a CSECT of zero length during CPXLOAD processing, that CSECT is
deleted. If you need to load a zero-length CSECT, add an EXPAND directive to your input file. For
example, if you had zero-length CSECT XXXDOG to load, you would add "EXPAND XXXDOG(8)" to
your input file.

2. When invoking your files, CP treats each entry point in a CSECT independently for the MP attribute.

3. The customer-written CP routines that you are loading must be on a disk that CP has access to when
the load operation is done. If you have a CPXLOAD statement in your system configuration file that
specifies the NODELAY operand, the customer-written CP routines must be a file on the parm disk
because the minidisks specified on CP_ACCESS statements are not available until the end of the
initialization process. If your CPXLOAD statement specifies the DELAY operand, the customer-written
CP routines can be on any disk, as long as you have specified a CP_ACCESS statement for that disk in
your configuration file. For more information, see “CP_ACCESS Statement” on page 70.

4. You can specify runtime and load operands on either the CPXLOAD statement or the OPTIONS
directive, or both. However, if you specify options on both and those options conflict, CP uses
the options from the CPXLOAD statement. For example, suppose you specify PERMANENT on the
OPTIONS directive and TEMPORARY on the CPXLOAD statement, CP will load the CP routines as
temporary. For more information, see OPTIONS Directive in z/VM: CP Exit Customization.

5. To assign entry points and external symbols to an exit point and to enable or disable that exit
point, use the ASSOCIATE EXIT statement or command. For more information, see “ASSOCIATE EXIT
Statement” on page 58. See also ASSOCIATE EXIT in z/VM: CP Commands and Utilities Reference.
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7.

10.

11.

12.

CPXLOAD

. To assign an external symbol to a local message repository, use the ASSOCIATE MESSAGES or MSGS
statement or command. For more information, see “ASSOCIATE MESSAGES / MSGS Statement” on
page 62. See also ASSOCIATE MESSAGES / MSGS in z/VM: CP Commands and Utilities Reference.

To display information about customer-written CP routines loaded by the CPXLOAD statement, use
the QUERY CPXLOAD command. For more information, see CPXLOAD in z/VM: CP Commands and
Utilities Reference.

. To display information about external symbols you may have loaded, use the LOCATE SYMBOL
command. For more information, see LOCATE SYMBOL in z/VM: CP Commands and Utilities Reference.

. To remove the customer-written CP routines from the system execution space:

a. Use the DISASSOCIATE command to revoke all entry point and external symbol assignments
that were made with the ASSOCIATE EXIT statement or command. For more information, see
DISASSOCIATE in z/VM: CP Commands and Utilities Reference.

b. Use the CPXUNLOAD command to unload the customer-written CP routines. For more information,
see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

To remove CPXLOADed files from the system execution space:

a. Use the DISASSOCIATE command to revoke all entry point and external symbol assignments that
were made by using the ASSOCIATE EXIT or ASSOCIATE MESSAGES statements or commands.
For more information, see DISASSOCIATE in z/VM: CP Commands and Utilities Reference.

b. Use the CPXUNLOAD command to unload the customer-written CP routines. For more information,
see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

For more information about loading customer-written CP routines into the system execution space,
about runtime and load operands, and about CPXLOAD directives, see z/VM: CP Exit Customization.

CPXLOAD provides the ability to load executable code, message repositories, and data modules
dynamically. Only compiled files may be loaded. These compiled files would be the TEXT file output
from the assembler or from the CMS GENMSG command.

Examples

1.

To have CP load a multiprocessor capable abend text deck, use the following:

CPXload abend text * MP, /* Load the abend text deck */
Control kaos,
Permanent

CP assigns a load identifier (load ID) to the loaded CP routines. If you ever want to unload these CP
routines (using the CPXUNLOAD command), you will need to specify the load ID that CP assigned. If
you do not know the load ID, use the ALL operand of the QUERY CPXLOAD command to display (among
other things) the load IDs of all the CP routines loaded onto (and not yet unloaded from) the system.

The load ID that CP assigns is a 1-digit to 10-digit decimal number between 0 and 2,147,483,647. The
first time you use the CPXLOAD statement (or command), CP assigns that set of customer-written CP
routines a load ID of 0. CP increases the load ID by 1 for each subsequent CPXLOAD request. If all the
CPXLOAD requests are successful, you will have a sequential list of loaded CP routines.

If one or more of the CPXLOAD requests are unsuccessful or you issue the CPXULOAD command to
unload some customer-written CP routines, there will be one or more gaps in your sequential list of
loaded CP routines. The next time you load some customer-written CP routines, CP ignores these gaps
in the list and assigns the newly-loaded CP routines a load ID that is one more than the last assigned
load ID.

For example, suppose you had customer-written CP routines loaded at IDs 0 through 7 and you
unloaded the CP routines at IDs 2, 3, and 5. This means you still have CP routines loaded at IDs 0, 1,
4, 6, and 7. The next time you use the CPXLOAD command, CP will assign 8 as the load ID for those CP
routines. CP will not try to fill in the gaps at 2, 3, or 5.
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CRYPTO APVIRTUAL

CRYPTO APVIRTUAL Statement

U rtreJ

POLLING OFF

||

»— CRYPto — APVIRTual AP { j DOMain p
1 pl-p2

Purpose
Use the CRYPTO APVIRTUAL statement to specify the following settings:

« The exact adapters (APs) and domains for shared crypto use.
« The polling setting that is in effect at system IPL.

How to Specify

CRYPTO APVIRTUAL statements are optional. Include as many statements as you require. You can place
CRYPTO APVIRTUAL statements anywhere in the system configuration file.

If you include more than one CRYPTO APVIRTUAL statement with a POLLING setting, the last POLLING
setting overrides any previous settings.

If facilities to support POLLING OFF are not available, then the default setting is POLLING ON. If facilities
to support POLLING OFF are available, and if there are no CRYPTO APVIRTUAL statements with a
POLLING setting, then the default setting is POLLING OFF.

Operands

n
nl-n2
is a crypto adapter number (or numbers). Each adapter number must be a decimal value in the range
0 - 255. You can specify a single adapter number, a nonwrapping range of adapter numbers, or any
combination thereof.

p

pl-p2
is a crypto domain number (or numbers). Each domain number must be a decimal value in the range
0 - 255. You can specify a single domain number, a nonwrapping range of domain numbers, or any
combination thereof.

POLLING ON
CP uses polling to drive the processing of APVIRT crypto work.

POLLING OFF
CP uses interruptions to drive the processing of APVIRT crypto work. CP does not use polling to drive
the processing of APVIRT crypto work

Usage Notes

1. A specific crypto resource is identified with an adapter number (AP number) and a domain number.
The CRYPTO APVIRTUAL statements in the system configuration file specify crypto resources to be
assigned for shared use during system initialization. A maximum of 512 crypto resources can be
assigned from the adapters and domains that are specified in the system configuration file. Duplicate
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assignments of crypto resources count toward the limit of 512 resources. Any crypto resources
beyond the limit of 512 are ignored.

. The order of CRYPTO APVIRTUAL statements that specify crypto resources determines the order in

which crypto resources are selected for sharing.

. CP uses only one crypto type and mode for sharing. A resource must be usable to be added to the

shared pool. A resource is usable only if it has a device assignment of FREE and a device status of
OPERATIONAL or RESETTING. The specified crypto resources are checked for usability in the order
that they appear on the statements in the system configuration file. The first usable crypto resource
that is found determines the type and mode of crypto that CP uses for sharing. Crypto resources of
different types and modes are not included in the shared use pool and remain free.

. If none of the crypto resources that are specified by CRYPTO APVIRTUAL statements are available,

then no crypto resources are defined for shared use at system initialization time.

. If the system configuration file contains no CRYPTO APVIRTUAL statement that specifies crypto

resources, and if multiple types and modes of crypto resources are available, then the shared use
type and mode is chosen in the following order: CEX8A, CEX7A, CEX6A, CEX5A, CEX4A, CEX3A,
CEX8C, CEX7C, CEX6C, CEX5C, CEX4C, CEX3C. The types and modes of crypto resources that are
supported might be different for different processors.

. Each Crypto resource that is specified by a CRYPTO APVIRTUAL statement in the system

configuration file is assigned to the shared use pool if both the following conditions are true:

- The resource is available for shared use.
» The resource matches the type of the first resource selected.
When no CRYPTO APVIRTUAL statement that specifies APs and domains is included in the system

configuration file, crypto initialization sets aside no more than two crypto resources to be used for
sharing.

. A crypto resource can be specified on both a CRYPTO APVIRTUAL statement in the system

configuration file and a CRYPTO DOMAIN statement in the user directory file. The definition in the
system configuration file overrides the definition in the user directory file.

. It is possible to specify the same crypto resources more than once on a single CRYPTO APVIRTUAL

statement or on several CRYPTO APVIRTUAL statements. Duplicate pairs of APs and domains are
not filtered and are ignored by CP. Duplicate pairs of APs and domains count toward the limit of 512
crypto resources.

. Resources that are specified in the CRYPTO statement must be authorized for use by the z/VM LPAR

to be usable. Resources that are not authorized for use by zZVM's LPAR are ignored until authorized.

Crypto Express® Adapters can be configured in three modes: Accelerator mode, IBM Common
Cryptographic Architecture (CCA) coprocessor mode, or IBM Enterprise Public_Key Cryptography
Standards (PKCS) #11 (EP11) coprocessor mode. The following types and modes are used in output
from z/VM:

CEX3A - Crypto Express3 configured in accelerator mode
CEX3C - Crypto Express3 configured in CCA coprocessor mode.
CEX4P - Crypto Express4 configured in EP11 coprocessor mode
CEX4A - Crypto Express4 configured in accelerator mode
CEX4C - Crypto Express4 configured in CCA coprocessor mode.
CEX5P - Crypto Expressb configured in EP11 coprocessor mode
CEX5A - Crypto Express5 configured in accelerator mode
CEX5C - Crypto Expressb configured in CCA coprocessor mode.
CEX6P - Crypto Expressé configured in EP11 coprocessor mode
CEX6A - Crypto Express6 configured in accelerator mode
CEX6C - Crypto Expressé configured in CCA coprocessor mode.
CEX7P - Crypto Express7 configured in EP11 coprocessor mode
CEX7A - Crypto Express7 configured in accelerator mode
CEX7C - Crypto Express7 configured in CCA coprocessor mode.

Chapter 6. The System Configuration File 81



CRYPTO APVIRTUAL

CEX8A - Crypto Express8 configured in accelerator mode
CEX8C - Crypto Express8 configured in CCA coprocessor mode.
CEX8P - Crypto Express8 configured in EP11 coprocessor mode.

A crypto adapter must be configured in accelerator or CCA coprocessor mode to be included in the
shared pool.

11. After system initialization, crypto resources can be added to the system's shared pool by using the
ATTACH command with the CRYPTO operand. Crypto resources can be removed from the system's
shared pool by using the DETACH CRYPTO command. For more information, see ATTACH and DETACH

CRYPTO in z/VM: CP Commands and Utilities Reference.

12. After system initialization, the polling setting can be changed by using the SET CRYPTO APVIRTUAL
command with the POLLING operand. For more information, see SET CRYPTO in z/VM: CP Commands
and Utilities Reference.

13. For more information, see Chapter 5, “Crypto Planning and Management,” on page 33.

Examples
1. CRYPTO APVIRT AP 1 2 DOMAIN 7 8

This statement causes CP to check the crypto resources in the following order:

AP 1 DOMAIN 7
AP 1 DOMAIN 8
AP 2 DOMAIN 7
AP 2 DOMAIN 8

If AP 1 DOMAIN 7 is available at system initialization time, then the type of this crypto determines
the type of crypto that is used for sharing. The remaining crypto resources in the list are checked for
availability. If they are available and they match the type of the first crypto resources, then they are
added to the shared pool. If they are available but do not match the type that is used for sharing, then
they are not added to the shared pool and remain free.

2. CRYPTO APVIRT AP 1 DOMAIN 7 8
CRYPTO APVIRT AP 2 DOMAIN 7 8

These statements have the same result as example “1” on page 82.

3. CRYPTO APVIRT AP 1-4 5 DOMAIN 10-11 6

These statements cause CP to check the crypto resources in the following order:

AP 1 DOMAIN 10
AP 1 DOMAIN 11
AP 1 DOMAIN 6
AP 2 DOMAIN 10
AP 2 DOMAIN 11
AP 2 DOMAIN 6
AP 3 DOMAIN 10
AP 3 DOMAIN 11
AP 3 DOMAIN 6
AP 4 DOMAIN 10
AP 4 DOMAIN 11
AP 4 DOMAIN 6
AP 5 DOMAIN 10
AP 5 DOMAIN 11
AP 5 DOMAIN 6
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4. CRYPTO APVIRT POLLING OFF
CRYPTO APVIRT AP 1 DOMAIN 7
CRYPTO APVIRT POLLING ON

Because POLLING is specified on two statements, the last setting overrides previous settings. At
system IPL, the setting is POLLING ON.
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CU Statement

f_ DASD T
»— CU HYPERPAV_allowed

ssid I Optional Operands |—><
M——— PAV_allowed — L ssid-ssid —Jl

—— NOPAV_allowed —

Optional Operands

»d
>4

L NOPPRCSN J L ALias — MDISK_share — nnnnn — PAGING_share — nnnnn J

Notes:

11f the same ssid is specified more than once, the last occurrence is used.

Purpose

Use the CU statement to define the way CP initializes specific control units.

Operands

DASD
tells CP that the specified control units are DASD control units.

HYPERPAV_allowed
tells CP to allow a specified control unit to operate with HyperParallel Access Volume (HyperPAV)
devices in your z/VM system.

PAV_allowed
tells CP to allow a specified control unit to operate with Parallel Access Volume (PAV) devices in your
z/VM system.

NOPAV_allowed
tells CP to not allow a specified control unit to operate with PAV or HyperPAV devices in your z/VM
system.

ssid

ssid-ssid
is the subsystem identifier (as established in a control unit during its installation) of a control unit on
which this statement is to operate. The variable ssid must be a hexadecimal number between X'0000'
and X'FFFF". You can specify a single subsystem identifier, a list, a range, or any combination thereof.

NOPPRCSN
tells CP to disable Peer-to-Peer Remote Copy (PPRC) suspend summary notifications for a specified
control unit in your z/VM system.

AlLias
tells CP the system configuration statement applies to aliases that are associated with the control
unit. When this operand is specified, MDISK_share and PAGING_share are also required in the order
shown in the command syntax diagram.

MDISK_share nnnnn
specifies the relative share that minidisk I/O will use when it competes for SYSTEM-attached
HyperPAV aliases in the control unit. The fraction of the total number of SYSTEM-attached HyperPAV
aliases that CP will attempt to make available for use by minidisk I/0 is nnnnn divided by the sum
of the values of the MDISK_share and PAGING_share operands. The value of nnnnn ranges from 0
to 10000. When this operand is not specified, the value of MDISK_share is 0. When the value of
MDISK_share is 0, minidisk I/O is not promised any share of the control unit's SYSTEM-attached
HyperPAV aliases.
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PAGING_share nnnnn
specifies the relative share that paging I/O will use when it competes for SYSTEM-attached HyperPAV
aliases in the control unit. The fraction of the total number of SYSTEM-attached HyperPAV aliases that
CP will attempt to make available for use by paging I/0 is nnnnn divided by the sum of the values of
the MDISK_share and PAGING_share operands. The value of nnnnn ranges from 0 to 20000. When
this operand is not specified, the value of PAGING_share is 0. When the value of PAGING_share is 0,
paging I/0 is not promised any share of the control unit's SYSTEM-attached HyperPAYV aliases.

Usage Notes

1. For any control units not specified in a CU statement, CP will attempt to establish the highest level of
PAV mode that is supported by the functional capability of each control unit.

2. For each capability (HYPERPAV_allowed, PAV_allowed, NOPAV_allowed), the information on the CU
statement is processed sequentially. If you specify more than one CU statement or you overlap ranges
of subsystem identifiers, CP uses the last specification for each control unit. For example, if you
specify:

Ccu HYPERPAV 1000-1£fff,
PAV 1800-18ff,
HYPERPAV 1820-182f

CP will allow PAV mode for control units 1800-181f and 1830-18ff, and will allow HyperPAV mode for
control units 1000-17ff, 1820-182f, and 1900-1fff.

3. The MDISK_share and PAGING_share operands influence CP in choosing an I/O operation to be run on
a SYSTEM-attached HyperPAV alias device. The settings of these operands have meaning to CP only
when all SYSTEM-attached HyperPAV aliases that are associated with the control unit are currently
busy running I/O and an alias becomes available.

The default behavior for CP when an alias becomes available is to scan for I/O that is queued on
the HyperPAV base devices on the control unit. The first I/O operation found that can be run on

a SYSTEM-attached HyperPAV alias device is chosen for execution. This is the behavior when the
values of MDISK_share and PAGING_share are 0. By specifying a non-zero value for MDISK_share,
PAGING_share, or both, you specify an entitlement for the respective use. CP makes sure an
entitlement is met before resorting to its default behavior.

The entitlement computation rounds the value to the nearest whole number, specifically:

« A value with a decimal component of less than .5 is rounded down.
« Avalue with a decimal component of .5 or greater is rounded up.

However, if the sum of the resulting entitlements for minidisk I/O and paging I/O exceeds the number
of SYSTEM-attached HyperPAYV aliases, both entitlements are rounded down and the default algorithm
applies to the residual alias.

To determine the alias activity for a HyperPAV base device, examine the device monitor data. To see
minidisk I/O's and paging I/0's current shares and entitlements for a control unit, use the QUERY CU
command with the ALIAS_Share operand. To obtain a complete list of alias devices that are associated
with a control unit, use the QUERY CU command with the ALIASES operand.

4. The z/VM system programmer and the DASD management programmer must work together to make
sure each logical subsystem (LSS) that is being used on the system has a unique SSID.

Examples

1. To have CP allow HyperPAV mode for control units 0000-0100, allow PAV mode for control units
2000-2100, and disallow aliases for control units 4100-4200, specify the following;:

Cu HYPERPAV 0000-1000,
PAV 2000-2100,
NOPAV 4100-4200
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2. To have CP set a minidisk alias share of 100 and a paging alias share of 200 for control unit 4343,
specify the following:

CU HYPERPAV 4343 ALIAS MDISK_SHARE 100 PAGING_SHARE 200

In this example, if the number of HyperPAV aliases is 17, the minidisk entitlement is 6 and the paging
entitlement is 11.

The minidisk entitlement calculation is:

(160 / (160 + 200)) * 17 = 17 / 3

5.67 (rounded up to 6)

The paging entitlement calculation is:

(200 / (100 + 200)) %= 17 = 34 / 3 = 11.33 (rounded down to 11)
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DEFINE ALIAS Statement

»— DEFine — ALIAS — alias L J >
FOR

command —>

Query SUBCmd — subcommand
L Virtual —J

Set — SUBCmd — subcommand

\ 4

DISAble IBMclass — *

»d

» 2 »<q
L ABBRevlength — nn —J L ENable —j L IBMclass — ¢ J

Notes:

1 You can specify the following operands in any order.
2 If the existing CP command has multiple versions, you must specify the IBMCLASS operand for CP
to locate the correct version.

Purpose

Use the DEFINE ALIAS statement to define a new alias for an existing CP command on the system during
initialization.

You can also define a new alias after initialization by using the DEFINE ALIAS CP command. For more
information, see DEFINE ALIAS in z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DEFINE ALIAS statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

alias
is the name of the alias that you are defining. The variable alias must be a 1-character to 12-character
string.

command
is the name of the existing CP command for which you are creating an alias. The variable command is
a 1-character to 12-character string.

Query SUBCmd subcommand
tells CP the name of the existing CP QUERY subcommand for which you are creating an alias. The
variable subcommand is a 1-character to 12-character string.

Query Virtual SUBCmd subcommand
tells CP the name of the existing CP QUERY VIRTUAL subcommand for which you are creating an alias.
The variable subcommand is a 1-character to 12-character string.

Set SUBCmd subcommand
tells CP the name of the existing CP SET subcommand for which you are creating an alias. The variable
subcommand is a 1-character to 12-character string.
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ABBRevlength nn
is the length of the smallest acceptable abbreviation of the alias that you are defining. The variable nn
is a decimal number between 1 and the length of the full alias name.

DISAble
tells CP not activate this alias until you enable it. (For more information about enabling aliases, see
Usage Note “5” on page 89.) If omitted, DISABLE is the default.

ENable
tells CP to immediately activate this alias.

IBMclass *
tells CP to define aliases for all versions of the specified command or subcommand. If omitted,
IBMCLASS * is the default.

IBMclass ¢
tells CP to define an alias for a specific version of the specified command or subcommand. The
variable ¢ can be any 1 of the following:

A
this is a system-control command to be used by the primary system operator.

® this is a command for operational control of real devices.
this is a command to alter host storage.
this is a command for system-wide control of spool files.
this is a command to examine host storage.
this is a command for service control of real devices.
this is a general-use command used to control the functions of a virtual machine.

(zero) this command has no specific IBM class assigned.

Usage Notes

1. You can create many aliases for one command, but you cannot create an alias for an alias. For
example, the CP MSG command is actually an alias for the CP MESSAGE command.

Fmmmmm————— +
MSG -------=--- > | MESSSAGE |
Fmmmmm————— +

o +
TELL ---------- > | MESSSAGE |
o +

Fmmmmmmm e +
TELL --> MSG --> | MESSSAGE |
Fmmmmmmm e +
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. If you specify the QUERY, QUERY VIRTUAL, or SET operands, you are creating an alias for a

subcommand, not a command. For example, suppose you created alias TUBE for the CP QUERY
VIRTUAL GRAF command. To invoke your new alias, you would enter QUERY VIRTUAL TUBE, not
QUERY TUBE or just TUBE.

. When specifying an alias name, you can use special characters in the name. However, we do not

recommend that you use the pattern matching characters (* and %). You can use these characters to
define aliases, but they may seem confusing when you issue other commands that allow you to use
the pattern matching characters because CP will interpret the % or * in your alias name as a pattern
matching character.

. If you try to define a minimum abbreviation that matches the abbreviation for an existing command,

subcommand, or alias CP rejects your DEFINE statement. For example, if you created a "QUEUE" alias
with a minimum abbreviation of 2, CP would reject your QUEUE alias because "QU" is an abbreviation
for the QUERY command. In this case, you would need to specify a minimum abbreviation greater than
or equal to 4 because the first 3 characters of QUERY and QUEUE are identical.

. If you do not specify the ENABLE operand, the new alias is initially in a disabled state. To activate

an alias after you define it, use the ENABLE COMMAND system configuration statement or the

ENABLE COMMAND CP command. For information about the ENABLE COMMAND system configuration
statement, see “ENABLE COMMAND / CMD Statement” on page 142. For information about the
ENABLE COMMAND CP command, see ENABLE COMMAND / CMD in z/VM: CP Commands and Utilities
Reference.

. To deactivate an alias after you define it, use the DISABLE COMMAND system configuration statement

or DISABLE COMMAND CP command. For information about the DISABLE COMMAND system
configuration statement, see “DISABLE COMMAND / CMD Statement” on page 124. For information
about the DISABLE COMMAND CP command, see DISABLE COMMAND / CMD in z/VM: CP Commands
and Utilities Reference.

. After an ALIAS NAME is defined, an ALIAS NAME cannot be used again. An ALIAS cannot be modified

or eliminated. It can only be disabled. Only a SHUTDOWN or RESTART IPL will eliminate an ALIAS.
For information about creating an alias, see Defining an Alias Command in z/VM: CP Exit Customization.

Examples

1.

2.

3.

To have CP define GOODNIGHT as an alias for the CP SHUTDOWN command and make it available
immediately after initialization, use the following:

Define Alias goodnight For shutdown, /* Goodnight, Gracie! x/
AbbrevlLength 5,
Enable

To have CP define TELL as an alias for the IBM class <ANY> version of the CP MESSAGE command and
make it available immediately after initialization, use the following:

Define Alias tell For message, /* Create CP TELL command so users do not */
IBMclass 0, /% get confused when they drop out of CMS x/
Enable

To have CP define NUKE as an alias for all of the IBM class versions of the CP PURGE command and
make it available immediately after initialization, use the following:

Define Alias nuke For purge, /* Set it up so that users can “nuke” */
IBMclass %, /% instead of “purge” */
Enable
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DEFINE COMMAND / CMD

DEFINE COMMAND / CMD Statement

»— DEFine tCOMmand command —>
CMD —J

Query SUBCmd — subcommand
L Virtual —J

Set — SUBCmd — subcommand

AFTer logon DISAble
L ABBRevlength — nn J BEFore_logon L AUDIT J L ENable —j
ANYTime

] L EPName — name J L MAC J ]
> PRIVCLASSANY >
_C_J LPROCJ LPROTJ

L PRIVclasses — classes — IBMclass

] L SILENT J L VMAC J L VPROT J -

Notes:

1 You must specify at least one of these operands. If you specify more than one operand, you can
specify them in any order.

Purpose

Use the DEFINE COMMAND or CMD statement to define a new CP command or a new version (by IBM
class) of an existing CP command on the system during initialization.

You can also define a new CP command after initialization by using the DEFINE COMMAND or CMD
commands. For more information, see DEFINE COMMAND / CMD command in z/VM: CP Commands and
Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DEFINE COMMAND or CMD
statements anywhere in the system configuration file. If you specify more than 1 statement with the same
command or subcommand name, CP uses only the first statement. Subsequent DEFINE COMMAND or
CMD statements do not redefine the command.

Operands

command
is the name of the command that you are defining. The variable command is a 1-character to 12-
character string.

Query SUBCmd subcommand
tells CP the name of the CP QUERY subcommand that you are defining. The variable subcommand is a
1-character to 12-character string.

Query Virtual SUBCmd subcommand
tells CP the name of the CP QUERY VIRTUAL subcommand that you are defining. The variable
subcommand is a 1-character to 12-character string.
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Set SUBCmd subcommand
tells CP the name of the CP SET subcommand that you are defining. The variable subcommand is a
1-character to 12-character string.

ABBRevlength nn
is the length of the smallest acceptable abbreviation of the command or subcommand that you are
defining. The variable nn is a decimal number between 1 and the length of the full command or
subcommand name.

AFTer_logon
tells CP that the command version you are defining will only be issued by users after they log onto the
system. Most CP commands fall into this category. The default is AFTER_LOGON.

BEFore_logon
tells CP that the command you are defining will only be issued by users before they log onto the
system. For example, the CP DIAL command can only be used before logon.

Note: If you specify BEFORE_LOGON, you must specify PRIVCLASSANY because CP cannot check
privilege classes before a user logs on. Thus, you cannot specify BEFORE_LOGON with the
PRIVCLASSES or IBMCLASS operands.

ANYTime
tells CP that the command version you are defining can be issued by users both before and after they
log onto the system. For example, many systems let users issue the CP MESSAGE or MSG commands
before and after logon.

Note: If you specify ANYTIME, you must specify PRIVCLASSANY because CP cannot check privilege
classes before a user logs on. Thus, you cannot specify ANYTIME with the PRIVCLASSES or IBMCLASS
operands.

AUDIT
tells the external security manager (ESM) to audit the command that you are defining. When you audit
a command, the ESM logs each attempt by users to issue this command.

DISAble
tells CP not to call the entry points and external symbols associated with this CP command until you
enable it. (For more information about enabling CP commands, see Usage Note “4” on page 93.) If
omitted, DISABLE is the default.

ENable
tells CP to immediately start calling the entry points and external symbols associated with this CP
command.

EPName name
tells CP the name of the entry point that contains the code to process the command. The variable
name must be a 1-character to 8-character string. The first character must be alphabetic or one of
the following special characters: dollar sign ($), number sign (#), underscore (_), or at sign (@). The
rest of the string can be alphanumeric characters, the four special characters ($, #, _, and @), or any
combination thereof.

Note: If you are defining a new command, you must specify EPNAME. If you are defining a new
version of an existing command, specifying EPNAME is optional. This is because CP only allows one
entry point per command, regardless of how many versions that command has. So, when you define a
new version of an existing command, CP already knows the entry point name.

The QUERY and SET commands are the only exceptions, because they have subcommands. Note that
CP only allows one entry point per subcommand, regardless of how many versions that subcommand
has.

MAC
tells CP to enable mandatory access control (MAC) for the command that you are defining. When MAC
is enabled for your command, the external security manager (ESM) compares the security label of the
user who issued your command to the security label of the resource or user that your command will
affect. If you want the ESM to dynamically turn MAC on or off for this command, specify the VMAC
operand.
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PRIVCLASSANY
tells CP that users with any privilege class can issue the command that you are defining.

PRIVclasses classes
tells CP that only users with 1 or more of the specified privilege classes can issue the command that
you are defining. The variable classes is 1 or more privilege classes in the range A through Z, 1 through
6, or an asterisk (*). Privilege class * indicates all privilege classes (A-Z and 1-6).

Note:

1. If you want more than one privilege class, specify your classes in one string of characters. Do
not separate the classes with blank spaces. For example, specify "privclasses abcl123", not
"privclasses a b ¢ 1 2 3"

2. If you specify PRIVCLASSES, you must also specify IBMCLASS. You can specify these 2 operands

in any order.
IBMclass ¢
tells CP what type of command you are defining. The variable ¢ can be any 1 of the following;:
A
this is a system-control command to be used by the primary system operator.
B
this is a command for operational control of real devices.
c
this is a command to alter host storage.
D
this is a command for system-wide control of spool files.
E
this is a command to examine host storage.
F
this is a command for service control of real devices.
G

this is a general-use command used to control the functions of a virtual machine.

Note: If you specify IBMCLASS, you must also specify PRIVCLASSES. You can specify these 2
operands in any order.

PROC
tells CP that, after performing the initial privilege class checks, your command processor will be
responsible for any further calls to the external security manager (ESM) for the command that you are
defining.

PROT
tells the external security manager (ESM) to protect the command that you are defining. When
protection is enabled for your command, the ESM checks an access list to ensure that the user who
issued your command is authorized to do so. If you want the ESM to dynamically turn protection on or
off for your command, specify the VPROT operand.

SILENT
tells CP that the responses from the command you are defining can be suppressed by invoking it using
the SILENTLY command. For more information, see SILENTLY in z/VM: CP Commands and Utilities
Reference.

Note: Response suppression is supported only for the ATTACH, DETACH, and GIVE commands.

VMAC
gives the external security manager (ESM) the power to dynamically turn mandatory access control
(MAC) on or off. If you specify MAC and VMAC for this command, you are enabling MAC and allowing
the external security manager (ESM) to dynamically disable MAC. If you specify VMAC and you do not
specify MAC for this command, you are disabling MAC and allowing the ESM to dynamically enable
MAC.
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VPROT

gives the external security manager (ESM the power to dynamically turn command access protection
on or off. If you specify PROT and VPROT for this command, you are enabling protection and allowing
the external security manager (ESM) to dynamically disable that protection. If you specify VPROT and
you do not specify PROT for this command, you are disabling protection and allowing the ESM to
dynamically enable that protection.

Usage Notes

1.

10.

For each existing CP command, CP has at least one command table entry block. If the command
has more than one privilege class, CP has one command table entry block for each version of the
command. The only exceptions to this are the QUERY and SET commands. CP has at least one
command table entry block for each QUERY and SET subcommand.

. When you define a new CP command or a new version of an existing CP command, you must

supply CP with certain information about that command. The amount of information you must supply
varies depending on what you are defining. You must always supply the command (or subcommand)
information. You must also supply the following information:

« When you add a new command, you must specify EPNAME PRIVCLASSANY or EPNAME
PRIVCLASSES IBMCLASS.

« When you add a new command version, you specify PRIVCLASSANY or PRIVCLASSES IBMCLASS.

. To load the command processing code into the system execution space, use the CPXLOAD statement

or CP command. For more information about the CPXLOAD statement, see “CPXLOAD Statement”
on page 76. For more information about the CPXLOAD CP command, see CPXLOAD in z/VM: CP
Commands and Utilities Reference.

. If you do not specify the ENABLE operand, the new CP command is initially in a disabled state. To

activate a CP command during system initialization, use the ENABLE COMMAND or CMD statement.
To activate a CP command after system initialization, use the ENABLE COMMAND or CMD CP
command. For more information about the ENABLE COMMAND statement, see “ENABLE COMMAND /
CMD Statement” on page 142. For more information about the ENABLE COMMAND CP command, see
ENABLE COMMAND / CMD in z/VM: CP Commands and Utilities Reference.

. To display the address of the CP command table entry block, the current IBM class, and the current

privilege class for a specified CP command, use the LOCATE CMDBK command. For more information
about the LOCATE CMDBK CP command, see z/VM: CP Commands and Utilities Reference .

. To change the definition of an existing CP command during system initialization, use the MODIFY

COMMAND or CMD statement. To change the definition of an existing CP command after system
initialization, use the MODIFY COMMAND or CMD CP command. For more information about the
MODIFY COMMAND statement, see “MODIFY COMMAND / CMD Statement” on page 184. For more
information about the MODIFY COMMAND CP command, see z/VM: CP Commands and Utilities
Reference .

. Once defined, COMMANDS, SUBCOMMANDS, ALIASES, and DIAGNOSE codes cannot be DELETED.

They can be altered in various appropriate ways but they remain in existence until a SHUTDOWN or
RESTART IPL is done.

. To deactivate a CP command during system initialization, use the DISABLE COMMAND statement.

After system initialization, you can deactivate a CP command by using the DISABLE COMMAND
CP command. For more information about the DISABLE COMMAND statement, see “DISABLE
COMMAND / CMD Statement” on page 124. For more information about the DISABLE COMMAND
CP command, see z/VM: CP Commands and Utilities Reference .

. To remove the command processing code from the system execution space, use the CPXUNLOAD

command. For more information about the CPXUNLOAD CP command, see z/VM: CP Commands and
Utilities Reference .

When specifying a command or subcommand name, you can use special characters in the name.
However, we do not recommend that you use the pattern matching characters (* and %). You can
use these characters to define commands, but they may seem confusing when you issue the LOCATE
CMDBK command. For example, suppose you define 2 new commands: CPU% — to calculate recent
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CPU busy as a percentage, and CPUL1 — to cause some action on real processor number 1. If
you issue LOCATE CMDBK CPU%, CP displays information on both CPU% and CPU1, because CP
interprets the % in your LOCATE command to be a pattern matching character.

11. If you try to define a minimum abbreviation that matches the abbreviation for an existing command
or subcommand, CP rejects your DEFINE statement. For example, if you created a "QUEUE"
command with a minimum abbreviation of 2, CP would reject your QUEUE command because "QU"
is an abbreviation for the CP QUERY command. In this case, you would need to specify a minimum
abbreviation greater than or equal to 4 because the first 3 characters of QUERY and QUEUE are
identical.

12. For more information, see Defining an Alias Command in z/VM: CP Exit Customization.

Examples

1. To define a new command, TELL, with:
« 3 versions:
— Privilege class A, IBM class A, issued after logon
— Privilege class B, IBM class B, issued after logon
— Any privilege class, no IBM class, issued before and after logon,
« No minimum abbreviation, and
« The same entry point and syntax as the CP MESSAGE command,

use the following statements:

Define Cmd tell EPName hcpxmgms, /* Create class A "CP TELL" */
IBMClass a, /* command. */

PrivClasses a
Define Cmd tell IBMClass b, /* Create class B "CP TELL" */
PrivClasses b /* command. */
Define Cmd tell AnyTime, /* Create "CP TELL" command for =/
PrivClassAny /* any class user, to use */
/* before or after logon. */

Attention: Normally, it is not a good practice to define a CP command that has the same name
as a command, exec, or function belonging to another z/VM subsystem. (This newly-defined
command will interfere with the CMS TELL command.) However, in this case, we thought we
would show you an example of how to create a "synonym" for a common CMS command that
could be used by novice z/VM users when they accidentally drop out of their CMS session into
CP.

2. To define 2 new commands, CONTINUE and RESUME, which behave like the CP BEGIN command, use
the following statements:

Define Cmd continue AbbreviLength 4, /% Create "CP CONTINUE" */
EPName hcpcmche, /% command to use instead */
IBMClass g, /* of CP BEGIN. */

PrivClasses g
Define Cmd resume EPName hcpcmcbe, /* Create "CP RESUME" command =%/
IBMClass g, /* to use instead of CP */
PrivClasses g /* BEGIN. */

In this example, the CONTINUE and RESUME commands:

« Have the same entry point and syntax as the CP BEGIN command,
- Are IBM class G,

« Are privilege class G, and

« Canonly be issued after logon.
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Additionally, the CONTINUE command has a minimum abbreviation of 4 (CONT) and the RESUME
command has no minimum abbreviation.
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DEFINE DIAGNOSE Statement

DISAble

1
»— DEFine — DIAGnose — diag — L J EPName — name —»
AUDIT L ENable —J

PRIVCLASSANY Tb
L INVAR J L INVXC —J L MAC —J L sses

PRIVclasses — cla

L PROC J L PROT J L VMAC J L VPROT J ]
h CHECKR15NO ﬁ .

L YES
CHECKR15

NO

A 4

A 4

\ 4

Notes:

1 You must specify at least one of these operands. If you specify more than one operand, you can
specify them in any order.

Purpose

Use the DEFINE DIAGNOSE statement to define a new DIAGNOSE code on the system during
initialization.

You can also define a new DIAGNOSE code on the system after initialization using the DEFINE DIAGNOSE
command. For more information, see DEFINE DIAGNOSE in z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DEFINE DIAGNOSE statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

diag
is the number of the DIAGNOSE code that you are defining. The variable diag is a hexadecimal nhumber
between X'0' and X'03FC' and must be a multiple of 4. The recommended variable range is a value
between X'100' and X'1FC' because that is the range of diagnose codes reserved for customer use. All
other DIAGNOSE code numbers are reserved for IBM use.

AUDIT
tells the external security manager (ESM) to audit the DIAGNOSE code that you are defining. When
you audit a DIAGNOSE code, the ESM logs each attempt by users to issue this DIAGNOSE code.

DISAble
tells CP not to call the entry points and external symbols associated with this DIAGNOSE code until
you enable it. (For more information about enabling DIAGNOSE codes, see Usage Note “3” on page
98.) If omitted, DISABLE is the default.

ENable
tells CP to immediately start calling the entry points and external symbols associated with this
DIAGNOSE code.
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EPName name
tells CP the name of the entry point that contains the code to process the DIAGNOSE code that you
are defining. The variable name must be a 1-character to 8-character string. The first character must
be alphabetic or one of the following special characters: dollar sign ($), number sign (#), underscore
(1), or at sign (@). The rest of the string can be alphanumeric characters, the four special characters
($, #, _, and @), or any combination thereof.

INVAR
tells CP not to process the DIAGNOSE code if the virtual machine that issues the DIAGNOSE code is in
host access register mode.

INVXC
tells CP not to process the DIAGNOSE code if the virtual machine that issues the DIAGNOSE code is in
XC architecture mode.

MAC
tells CP to enable mandatory access control (MAC) for the DIAGNOSE code that you are defining.
When MAC is enabled for your DIAGNOSE code, the external security manager (ESM) compares the
security label of the virtual machine that issued your DIAGNOSE code to the security label of the
resource or user that your DIAGNOSE code will affect. If you want the ESM to dynamically turn MAC
on or off for this DIAGNOSE code, specify the VMAC operand.

PRIVCLASSANY
tells CP that users with any privilege class can issue the DIAGNOSE code that you are defining.

PRIVclasses classes
tells CP that only users with 1 or more of the specified privilege classes can issue the DIAGNOSE code
that you are defining. The variable classes is 1 or more privilege classes in the range A through Z, 1
through 6, or an asterisk (*). Privilege class * indicates all privilege classes (A-Z and 1-6).

Note: If you want more than one privilege class, specify your classes in one string of characters.
Do not separate the classes with blank spaces. For example, specify "privclasses abc123", not
"privclasses a b ¢ 1 2 3"

PROC
tells CP that, after performing the initial privilege class checks, your DIAGNOSE code processor will be
responsible for any further calls to the external security manager (ESM) for the DIAGNOSE code that
you are defining.

PROT
tells the external security manager (ESM) to protect the DIAGNOSE code that you are defining. When
protection is enabled for your DIAGNOSE code, the ESM checks an access list to ensure that the user
who issued your DIAGNOSE code is authorized to do so. If you want the ESM to dynamically turn
protection on or off for your DIAGNOSE code, specify the VPROT operand.

VMAC
gives the external security manager (ESM) the power to dynamically turn mandatory access control
(MAC) on or off.

VPROT
gives the external security manager (ESM) the power to dynamically turn DIAGNOSE code access
protection on or off. If you specify PROT and VPROT for this command, you are enabling protection
and allowing the external security manager (ESM) to dynamically disable that protection. If you
specify VPROT and you do not specify PROT for this command, you are disabling protection and
allowing the ESM to dynamically enable that protection.

CHECKR15 YES

CHECKR15 NO
indicates whether the diagnose router should check register 15 upon return from the diagnose
handler.
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Usage Notes

1.

10.

11.

If you do not specify the ENABLE operand, a new DIAGNOSE code is initially in a disabled state after
being defined. CP treats disabled DIAGNOSE codes as if they were never defined. If you try to use a
disabled DIAGNOSE code in a program, CP will give you a program check specification exception.

. To load the DIAGNOSE processing code into the system execution space, use the CPXLOAD

statement or CPXLOAD CP command. For more information, see “CPXLOAD Statement” on page
76. See also CPXLOAD in z/VM: CP Commands and Utilities Reference.

. To activate a new DIAGNOSE code after defining it, use the ENABLE DIAGNOSE statement or ENABLE

DIAGNOSE CP command. For more information, see “ENABLE DIAGNOSE Statement” on page 144.
See also ENABLE DIAGNOSE in z/VM: CP Commands and Utilities Reference.

. To change the definition of an existing DIAGNOSE code, use the MODIFY DIAGNOSE statement

or command. For more information, see “MODIFY DIAGNOSE Statement” on page 188. See also
MODIFY DIAGNOSE in z/VM: CP Commands and Utilities Reference.

. To display information about a DIAGNOSE code (status, entry point name, and privilege class) after

initialization, use the QUERY DIAGNOSE command. For more information, see QUERY DIAGNOSE in
z/VM: CP Commands and Utilities Reference.

. To display the address of the CP DIAGNOSE code table block for a DIAGNOSE code after initialization,

use the LOCATE DGNBK command. For more information, see LOCATE DGNBK in z/VM: CP Commands
and Utilities Reference.

. To deactivate a DIAGNOSE code after defining it, use the DISABLE DIAGNOSE statement or

command. For more information, see “DISABLE DIAGNOSE Statement” on page 126. See also
DISABLE DIAGNOSE in z/VM: CP Commands and Utilities Reference.

. Once defined, DIAGNOSE codes cannot be deleted. They can be altered in various appropriate ways,

but they remain in existence untila SHUTDOWN or RESTART IPL is done.

. To remove the DIAGNOSE processing code from the system execution space, use the CPXUNLOAD

command. For more information, see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

Many external security managers (ESMs) do not support DIAGNOSE codes above X'03FC'. For this
reason, CP does not support DIAGNOSE codes above X'03FC'. The DIAGNOSE codes between
X'0000' and X'03FC' are divided as follows:

X'0000' to X'00FC'
Reserved for IBM use

X'0100' to X'01FC'
Reserved for customer use

X'0200' to X'0O3FC'
Reserved for IBM use.

When CHECKR15 YES is specified, the diagnose router will check register 15 on return from the
diagnose handler. If register 15 contains:

RC=0
Processing was successful. Complete the guest instruction.

RC=4
Processing failed due to a condition which would cause a guest program check. Simulate guest
program interruption passed in RO.

RC=8
Nullify the instruction.

RC=12
Present the machine check then nullify the instruction. R2 will contain the address of the MCRBK
which will contain the machine check information.

RC=16
Generate machine check for processing damage, then go to HCPENDOP to terminate the
instruction.
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DEFINE DIAGNOSE

RC=20
Present the machine check, then go to HCPENDOP to terminate the instruction. R2 will contain
the address of the MCRBK, which contains machine check information.

RC=24
Issue error message or soft abend for paging I/0 error, then nullify the instruction. R1 has the
message or abend number.

If a return code is invalid (negative, not a multiple of 4 or too big (RC > 24)), then a soft abend will
occur.

12. For more information about user-defined DIAGNOSE codes, see Defining and Modifying Commands
and Diagnose Codes in z/VM: CP Exit Customization.

Examples

1. To have CP define a general purpose DIAGNOSE code (X'10C') that will be processed by entry point
HCPSRCOO, use the following:

Define Diagnose 10c EPname hcpsrc00,
PrivClasses g

2. To have CP define DIAGNOSE code X'100' and make it available to users with privilege classes C or E,
use the following:

Define Diagnose 100 EPname qwerty,
PrivClasses ce

3. To have CP define DIAGNOSE code X'18C' and make it available to all users, use the following:

Define Diagnose 18c EPname hcpsrc00,
PrivClassAny
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DEFINE EXIT

DEFINE EXIT Statement

f_ NORESolve T

»— DEFine — EXit — exit — AT — entry + offset — instruction >
L RESolve —J

L PARM Q;D—J

Purpose

Use DEFINE EXIT to define a new exit point in CP during initialization.

You can also define a new CP exit point after initialization by using the DEFINE EXIT command. For more
information, see DEFINE EXIT in z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DEFINE EXIT statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands
exit
is the number of the exit point you are defining. This value must be a hexadecimal number between

X'0"and X'FFFF'. The recommended value is between X'FO00' and X'FFFF', because that range is
reserved for customer use. All other exit numbers are reserved for IBM, vendor, or general use.

AT entry + offset instruction
identifies the location of the exit point you are defining and the instruction that is located at the exit
point. The variable entry must be a 1-character to 8-character string. The first character must be
alphabetic or one of the following special characters: $ (dollar sign), # (number sign), _ (underscore),
or @ (at sign). The rest of the string can be alphabetic or numeric characters, the four special
characters ($, #, _, or @), or any combination. The variable offset must be a 1-character to 4-character
even hexadecimal number between X'0' and X'FFFE'. The variable instruction must be a 2-, 4-, or
6-character hexadecimal number.

NORESolve
tells CP to resolve the entry points associated with this exit number the first time they are called. This
is the default.

RESolve
tells CP to resolve the entry points associated with this exit number when the association is first
established. Any existing associated entry points are resolved immediately.

PARM parameter
is a list of one or more parameters to be supplied to the exit. Five kinds of tokens can be used to
define a parameter:

1. Addresses: strings up to eight characters long, consisting of the hexadecimal digits O through 9 and
A through F.

2. General Registers: strings beginning with G or R, followed by a decimal number between 0 and 15
or a hexadecimal digit, designating the contents of a general register.
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DEFINE EXIT

3. Indirection: a percent sign (%), which causes the contents of an address or the contents of an
address in a register to be used instead of the address or register contents itself.

4. Arithmetic: a plus sign (+) or minus sign (-).
5. Displacement: strings of up to four hexadecimal digits.

Each parameter string specifies how to combine these tokens to generate a parameter value to be
passed to an exit routine. The following is a Backus-Naur definition of the syntax of a parameter:

<parameter> ::= <anchor> | <anchor><vector>
<anchor> ::= <reg> | 0...FFFFFFFF | <anchor>%
<vector> ::= <modifier> | <vector>¥% | <vector><modifier>
<modifier> ::= +<disp> | -<disp> | +<reg> | <-<reg>
<reg> ::= G<digit> | R<digit>
<digit> ::=0...15 | 0...9, A...F
<disp> ::= 0...7FFF

Usage Notes

1.

10.

To load the exit point code into the system execution space, use the CPXLOAD statement or
command. For more information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM:
CP Commands and Utilities Reference.

. To associate one or more entry points or external symbols with a specific exit point and to enable

or disable that exit point, use the ASSOCIATE EXIT statement or command. For more information,
see “ASSOCIATE EXIT Statement” on page 58. See also ASSOCIATE EXIT in z/VM: CP Commands and
Utilities Reference. You can also use the ASSOCIATE EXIT statement to change the entry points and
external symbols that are associated with a specific entry point.

. To activate a new exit after defining it, use the ENABLE EXITS statement or command. For more

information, see “ENABLE EXITS Statement” on page 146. See also DEFINE EXIT in z/VM: CP
Commands and Utilities Reference.

. To change the definition of an existing dynamic exit point, or remove the exit point from the system,

use the MODIFY EXIT statement or command. For more information, see “MODIFY EXIT Statement”
on page 191. See also MODIFY EXIT in z/VM: CP Commands and Utilities Reference.

. To display status and usage statistics information about a specific exit point after initialization, use

the QUERY EXITS command. For more information, see QUERY EXITS in z/VM: CP Commands and
Utilities Reference.

. Exit numbers are allocated as follows:

- X'0000' to X'7FFF" are reserved for IBM use.
- X'8000' to X'EFFF' are reserved for vendor and general use.
« X'FOOO0' to X'FFFF' are reserved for private customer use.

. The RESOLVE option ensures that the entry names associated with an exit point are defined.
. Each exit is passed a parameter list that begins with three standard parameters, as described in

z/VM: CP Exit Customization. Additional parameters, specified by the PARM operand, are optional and
follow the first three in the order in which they are specified.

. Errors (for example, addressing exceptions) during evaluation of user-defined parameters when an

exit is being invoked cause CP to abend.

For more information about user-defined exit points, see Benefits of using CP exits in z/VM: CP Exit
Customization.

Examples

1. To define an exit that will be entered every time a MESSAGE command is issued, use the following:
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DEFINE EXIT

Define Exit £422 At hcpxmgms + 4 41700000 /* Exit from MESSAGE cmd */

Enable Exits f422 /* */

2. To define exit X'F800', pass it two additional parameters, and associate it with entry point QWERTY,
use the following:

Define Exit f800 At hcplog + 7ce 41204028, /* */

Parm gl+8% g4 /* */
Associate Exit £800 EPname qwerty /* */
Enable Exits £800 /* */
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DEFINE LAN

DEFINE LAN Statement

OWNERid — SYSTEM

T
OWNERId — ownerid J

{ MAXCONN — INFinite j

MAXCONN — maxconn —J

»— DEFine — LAN — lanname {

UNRESTTricted

L RESTricted —J L ACCOUNTing ON

OFF

ﬁ TYPE — HIPERsockets — IP — MFS — 16K ﬁ
I—IPj f— MFS—mKj
M TYPE — HIPERsockets

L MFS 24K J
Emj
64K

(— IP ﬁ IPTimeout — 5
“—— TYPE — QDIO I_ j o
L ETHernet J L IPTimeout — nnn J

r
L GRANT userlist

v

A 4

Y

[
>

Notes:

1You can specify up to 20 UserIDs in the userlist.

Purpose

Use the DEFINE LAN statement to create a guest LAN which can be shared among virtual machines

on the same VM system. Each guest LAN segment is identified by a unique combination of ownerid

and lanname. A VM user can create a simulated network interface card (NIC) and connect it to this

LAN segment. Alternatively, a VM user can create a virtual network adapter (with the CP DEFINE NIC
command) and connect it to this LAN (with the COUPLE command). For more information, see “NICDEF
Directory Statement” on page 561. See also DEFINE NIC and COUPLE in z/VM: CP Commands and Utilities
Reference. For more information about virtual networking options in VM, see z/VM: Connectivity.

The MODIFY LAN statement can be used to add additional users to be included in the initial access list of
a RESTRICTED LAN. For more information, see “MODIFY LAN Statement” on page 194.

You can also define a LAN after system initialization by using the DEFINE LAN command. For more
information, see DEFINE LAN in z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DEFINE LAN statements
anywhere in the system configuration file. If you specify more than one statement with the same lanname
operand, the first definition will be accepted and subsequent statements will receive an error.
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DEFINE LAN

Operands

lanname
is the name of the new emulated LAN (Local Area Network). The lanname is a single token
(1-8 alphanumeric characters). The combination of ownerid and lanname will identify this LAN for
subsequent commands.

OWNERid ownerid
OWNERid SYSTEM
establishes the owner of the new LAN.

MAXCONN INFinite

MAXCONN maxconn
sets the maximum number of simultaneous adapter connections permitted at any given time. When
MAXCONN is specified as INFinite, there is no limit on the number of connections. Any other value,
maxconn, limits the number of simultaneous connections to a decimal number in the range of 1-1024
(inclusive).

If MAXCONN is omitted, the default is MAXCONN INFinite.

RESTricted|UNRESTricted
sets the type of authorization required to connect to this LAN. Options are:

RESTricted
Defines a LAN with an access list to restrict connections. The LAN owner will use the SET LAN
command to GRANT or REVOKE access to specific VM users (by userid). The COUPLE command
will only allow authorized users (those on the access list) to connect a simulated adapter to a
RESTRICTED network.

UNRESTricted
Defines a LAN with no access list. When CP is in control of the LAN, connections to this LAN are
not restricted by user ID. All users connected to this LAN will be able to use PROMISCUOUS Mode.
If an External Security Manager (ESM) is in control of the LAN, the ESM may restrict access.

When neither option is specified, the default is to define an UNRESTricted LAN.

ACCOUNTing ON

ACCOUNTing OFF
Allows a system administrator to control whether accounting records are created for the LAN being
defined. The default setting may be changed by the VMLAN statement in the system configuration file,
and queried by QUERY VMLAN.

TYPE HIPERsockets
defines a guest LAN for use by simulated HiperSockets adapters. A HiperSockets LAN can only accept
connections from a simulated HiperSockets adapter.

If TYPE is omitted, the default is TYPE HIPERsockets.

MFS 16K

MFS 24K

MFS 40K

MFS 64K
sets the Maximum Frame Size (MFS) for adapters on this network. When an adapter is connected
to this LAN, it will adopt the network MFS. The MFS value determines the amount of storage to be
allocated for internal structures, and limits the effective MTU size (Maximum Transmission Unit) for
the coupled adapters. For general internet communications, a lower MFS is probably better. However,
a high MFS may provide higher data transfer rates for applications that are capable of using larger
packet sizes.

If MFS is omitted, the default for HiperSockets is 16 KB. The MFS operand is not valid for QDIO but the
effective MFS is 8992 for a QDIO adapter.

TYPE QDIO
defines a guest LAN for use by simulated QDIO adapters. A QDIO LAN can only accept connections
from a simulated QDIO adapter.
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DEFINE LAN

IP | ETHernet
indicates whether the transport for the LAN is ETHERNET or IP. An ETHERNET LAN operates at the
Layer 2 level of the OSI model.

IPTimeout nnn
indicates the length of time in minutes that a transient IP address table entry remains in the IP
address table for the virtual network. A transient entry is an entry added to the virtual network by one
guest on behalf of another. This value has no meaning for ETHERNET networks.

nnn is a number from 1 to 240. 5 minutes is the default value.

GRANT userlist
defines the initial list of users to be included in the Initial Access list of a RESTRICTED LAN. If the
GRANT operand is omitted, the default is to GRANT the LAN owner. You can specify up to 20 users in
this list. If selected, the GRANT operand must be the last operand on this statement.

Usage Notes

1. A Class B user can invoke the SET LAN and DETACH LAN commands to operate on a SYSTEM LAN (or
any LAN regardless of ownership).

2. When a RESTRICTED LAN is defined, the owner is automatically added to the access list.

3. ALAN segment created by the DEFINE LAN statement will be "persistent" (that is, it will survive
LOGOFF of the owner). It can only be removed by an explicit DETACH LAN command.

4. MODIFY LAN cannot be used to change the type of transport. The LAN will need to be redefined.

5. The TYPE QDIO guest LAN supports two modes of operation for data transport in support of both
TCP/IP and non-IP based applications. In deciding which mode to deploy for your network, some
things to consider about deploying an ETHERNET virtualized LAN segment are:

« Do your servers or applications need to have their own unique MAC addresses (load balancers)?

« Do you plan to deploy non-IP based applications on your network (SNA or NetBIOS, for example)?
« Do you want to build a virtual LAN segment that operates closely to its physical counterpart?

The key attributes of each transport mode with their operational characteristics are as follows:

« ETHERNET (Layer 2)

— Supports all applications that deploy ETHERNET (IEEE 802).
— ETHERNET frames are transported on the LAN segment.
— All destinations are identified by MAC address.

— MAC addresses are locally administered by the LAN administrator through z/VM CP commands or
configuration statements.

— Each host connection is identified by a single MAC address.

— This is a Link Layer transport, in which all hosts maintain their respective ARP caches.

— VLAN tagging resides within the ETHERNET frames per IEEE 802.1Q specifications.
« IP (Layer 3)

— Supports IP for TCP/IP applications only.

— IP packets are transported on the LAN segment.

— All destinations are identified by IP addresses.

— IP address assignments are set by the host running in the guest virtual machine.

— Each host may have more than one IP address (multi-homed).

— This is Link Layer independent (that is, no MAC addresses).

— VLAN tagging resides in internal QDIO headers.
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A guest LAN operates in only one mode for a given instance. For example, if the LAN is configured as
IP, then all communications on the LAN segment must be IP based. The same is also true when the
LAN is configured in ETHERNET mode.

Examples

1. To create a user LAN named QDIO that will allow up to 16 connections, specify the following:
define lan type qdio maxconn 16

2. To create a system LAN named INEWS that allows up to 100 connections, specify the following:
define lan inews ownerid system maxconn 100

3. To create a SYSTEM LAN named INEWS that will allow up to 100 connections and will not have
accounting records created, specify the following:

cp define lan inews ownerid system maxconn 100 accounting off
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DEFINE VSWITCH Statement

DEFINE VSWITCH

»»— DEFine VSWITCH — switchname —1—>

[— TYPE — QDIO — LOCal ﬁ

TYPE LOCal
[ N e ‘
L ctorat ‘

DOMain — A
\» IVL [_ " ﬁ
L DOMain B J

— c —

D —
M— E —
—— F —

— G —

-

2
[— UPLINK ﬁ [— RDEV — NONE ﬁ [— CONnect
nec ﬂ

L DISCONnect —J
3
RDEV L nnnn
nnnn.Pn

NOUPLINK

QUEuestorage — 8M CONTRoller — *
‘ [— j [— oller ﬁ

L QUEuestorage — numberM —J L CONTRoller — userid1 —J

IP — NONrouter 4

[— IPTimeout — 5 j .
[— NONrouter L IPTimeout — nnn —J

L PRIrouter —J
ETHernet Ethernet Options
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ﬁ VLAN — UNAWARE ﬁ
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5
USERBASED
)
_

Other Options L PORTBASED
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AWARE
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|
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y
)
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>

[ .
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Other Options
7

[3
PRIQueuing — OFF PORTType — ACCESS G
L R I O A O
L PRIQueuing — ON —J L PORTType — TRUNK —J L NOGVRP —J

. [— NATive — :I.ﬁ .
L NATive T natvid
NONE

Notes:

1You can specify the operands in any order, as long as switchname is the first operand specified,
and portname is the last operand specified, if applicable.

2 Use caution with the RDEV, CONNECT, and DISCONNECT operands, as they can apply to either
the UPLINK or the BRIDGEPORT connection. The UPLINK keyword must be used if any of these
operands are specified following the BRIDGEPORT keyword, but are intended to apply to the
UPLINK connection.

3 You can specify a maximum of 3 real device numbers.

4 ETHernet is the default and only allowed option for a TYPE IVL virtual switch.

5 PORTBASED is the default and only allowed option for a TYPE IVL virtual switch.

6 PRIQueuing ON is the default and only allowed option for a TYPE IVL virtual switch.

7 Port Type ACCESS is the default and only allowed option for a TYPE IVL virtual switch.

Purpose

Use the DEFINE VSWITCH statement to create a CP system-owned switch (a virtual switch) to which
virtual machines can connect. Each switch is identified by a switchname. A z/VVM user can create the
appropriate QDIO network interface card (NIC) and connect it to this switch with the NICDEF directory
statement. See “NICDEF Directory Statement” on page 561 for more information about the statement.
Alternatively, a z/VM user can create a virtual network adapter (with the CP DEFINE NIC command) and
connect it to this LAN (with the COUPLE command). See z/VM: CP Commands and Utilities Reference for
more information on these commands. For more information about virtual networking options in VM, see
z/VM: Connectivity.

The MODIFY VSWITCH statement can be used to define the initial access list and other attributes of the
virtual switch. See “MODIFY VSWITCH Statement” on page 202 for more information.

You can also define a virtual switch after system initialization using the DEFINE VSWITCH command. For
more information about the command, see z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DEFINE VSWITCH statements
anywhere in the system configuration file. If you specify more than one statement with the same
switchname operand, the first definition will be accepted and subsequent statements will receive an
error.

Operands

switchname
is the name of the new virtual switch. The switchname is a single token (1-8 alphanumeric characters)
that identifies this virtual switch for subsequent commands.

TYPE
specifies the type of virtual switch to be created, specifically the hardware and protocol the virtual
switch will emulate.
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DEFINE VSWITCH

QDIO
defines a simulated Ethernet or IP virtual switch. A QDIO virtual switch creates a network
comprised of both simulated QDIO devices residing on the same z/VM system, with real network
devices located on an external or physical network. A QDIO type virtual switch can only accept
connections from a simulated QDIO adapter. External connectivity to network devices on a
physical network is achieved using the RDEV or GROUP keywords.

IVL
defines an Inter-VSwitch Link which provides the communication facility to implement an IVL
domain. An IVL domain is a grouping of up to 16 systems running z/VM connected by an IVL LAN
segment. All the active members within an IVL domain provide control operations that support the
creation and management of shared virtual networking components such as Shared Port Groups.
The IVL virtual switch provides communication infrastructure to exchange control information
and data necessary to manage global networking objects that can span multiple systems running
z/VM. The IVL virtual switch must be defined with external connectivity (using the RDEV or
GROUP keywords) and its UPLINK connection must remain operational in order to support global
networking objects.

Only one IVL virtual switch may be created on a system running z/VM.
Guest NICs may not be coupled to an IVL virtual switch.

DOMain[AIB|C|D|E|F]|G]|HI]
defines the domain to which the IVL virtual switch belongs. See usage note “19” on page 118
for more information about an IVL virtual switch.

GLObal
identifies this virtual switch as a member of a global virtual switch. A global virtual switch is a
collection of virtual switches that share the same name and the same networking characteristics. This
collection of virtual switches spans multiple systems running z/VM but logically operates as a single
switch.

Global virtual switches using a shared port group must reside on LPARs in the same CEC.

Creation of Global virtual switches will be deferred until IVL virtual switch UPLINK port connects the
host to the IVL domain. Message HCP3178I will be displayed for each deferred Global virtual switch.
Subsequent MODIFY VSWITCH statements with the same switchname will also be deferred.

See usage note “18” on page 117 for more information about a global virtual switch.

LOCal
LOCAL means that the virtual switch is not a member of a global virtual switch.

UPLINK
enables and specifies connectivity for a virtual switch UPLINK port. The UPLINK port is a special port
that typically is used to connect the virtual switch to a physical switch, essentially bridging the virtual
switch's simulated network to a physical network.

RDEV nnnn

RDEVnnnn.Pn
is a real device number or a real device number and OSA-Express port number to be used as
an UPLINK port to connect the virtual switch to the appropriate model OSA-Express device. The
device selected must be compatible to the type of virtual switch created. Connectivity to the physical
network will be prevented when the specified device doesn't match the virtual switch's type.

Specify each real device number as a hexadecimal number between X'0001' and X'FFFD'. If
specifying a real device and an OSA-Express port number, specify the real device number as a
hexadecimal number between X'0001' and X'FFFD' followed by a period (.), the letter 'P' (or 'p")
followed by the port number as a hexadecimal number between X'0' and X'F'. For example, to specify
port 1 for RDEV 300, specify "300.P1". The value of the port number depends on how many ports the
OSA-Express hardware adapter supports. If the port number is not specified, it will default to port 0.

You can specify a maximum of three real device numbers. If you specify more than one device
number, each must be separated from the others by at least one blank. When the virtual switch has
been defined with the GROUP attribute, any devices identified by the RDEV keyword are used for
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failover in the event of a real switch failure of the link aggregation group. Failover in this environment
will be to a single OSA-Express device connected to a second real switch.

Each real device number represents a trio of devices. For example, specifying RDEV 111 222 333
means that the first devices, 111-113, are used to provide the connection to the real hardware LAN
segment. When issuing the VSWITCH command without the GROUP attribute, if there is a problem
with the connection, devices 222-224 are used next to provide the connection, and if those devices
fail to connect, devices 333-335 are used. This feature provides dynamic recovery for OSA-Express
device failures when issuing the VSWITCH command without the GROUP attribute or for real switch
failure when issuing the VSWITCH command with the GROUP attribute. (Failure of an OSA in an
aggregated group is automatically handled by the virtual switch; that is, the virtual switch will transfer
the data flow to the remaining OSAs in the group.)

RDEV NONE means that the virtual switch should not be connected to the real LAN segment when
defined with NOGROUP. When the virtual switch has been defined with GROUP, RDEV NONE means
that there is no link aggregation group failover in the event the real switch should fail.

The RDEV operand may not be used to specify device numbers when the virtual switch is configured
to use a shared port group. MAC address takeover is managed by the shared port group to maintain
connectivity following a failure.

CONnect
indicates that the currently configured virtual switch UPLINK port must be activated, and traffic may
flow through the specified UPLINK ports device(s).

DISCONnect
indicates that the currently configured virtual switch UPLINK port must not be activated, and that no
traffic is to flow through the specified UPLINK ports device(s).

A virtual switch can be functional without a connection to a real LAN segment, and traffic flows only
between virtual machines coupled to the virtual switch.

PRIQueuing
enables or disables guest priority queuing support on all outbound data transmissions from the virtual
switch uplink port to an external network. Priority queuing is a capability of the OSA-Express feature
where multiple output queues are defined for a single network connection with each queue weighted
by a priority on how often it gets serviced by the OSA-Express feature. The highest priority queue is
serviced first and more often followed by the next highest priority and so on. No queue is starved and
all will get serviced at some point by the OSA-Express feature. For more information on virtual switch
exploitation of priority queuing, see z/VM: Connectivity.

If PRIQueuing is to be enabled on a virtual switch, then the OSA-Express features configured to the
virtual switch's uplink port must be configured by IOCP to enable the feature within the adapter
(PQ_ON). (See DEFINE CHPID / PATH in z/VM: CP Commands and Utilities Reference.)

OFF
The virtual switch will not exploit priority queuing. A single input queue is established for inbound
transmissions from the external network and a single output queue is established for outbound
transmissions. All outbound data to the external network is transmitted with equal priority. This is
the default for TYPE QDIO virtual switches.

The OFF option is not allowed for a TYPE IVL virtual switch.

ON
The virtual switch will exploit priority queuing. If the customer configured the OSA-Express
features used by a virtual switch uplink port for priority queuing via IOCP (PQ_ON), then z/VM
will establish one input queue and four output queues when activating its network connection.
This will allow z/VM to transmit data to the external network at four different priorities. CP will
use the highest priority queue for control and management traffic. The other three queues (low,
normal and high) can be used for virtual NICs' network connections. This is the default for TYPE
IVL virtual switches.

For an IVL virtual switch, z/VM will attempt to establish an active network connection with the first
OSA device specified. For migration reasons, if the OSA-Express features (used by the IVL virtual
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switch uplink port) are configured without priority queuing (PQ_OFF), z/VM will establish an active
network connection, and force priority queuing off on the virtual switch. A warning message will be
displayed to inform the customer to configure priority queuing via IOCP.

If the OSA-Express features used by a non-IVL virtual switch uplink port are configured without
priority queuing (PQ_OFF), z/VM will not establish an active network connection, and an error
message will be displayed.

The policy used to select which priority a specific datagram is transmitted to the external network
is determined by the type of virtual switch.

For an IVL virtual switch, the priority of outbound transmissions is handled by z/VM. IVL
management traffic will be queued and transmitted on a high priority queue, and encapsulated
production data failover traffic will be sent on a lower priority queue. The default for TYPE IVL
virtual switches is PRIQueuing ON so that IVL network management data and encapsulated
production data can be prioritized appropriately. Only an OSA-Express feature configured for
priority queuing should be used on an IVL virtual switch's uplink port.

For all other virtual switch types, the priority can be set to low, normal or high for all packets sent
from a guest NIC's network connection to an external network via the SET VSWITCH command.
For more information, see the PQUPLINKTX operand in SET VSWITCH in z/VM: CP Commands and
Utilities Reference.

NOUPLINK

indicates the virtual switch will never have connectivity to a physical network through the UPLINK
port. This option removes the UPLINK port from the virtual switch. Once the UPLINK port is removed,
it can never be added back to the virtual switch.

Defining a virtual switch UPLINK port with either the RDEV or GROUP operands while also removing
the UPLINK port with the NOUPLINK operand will cause the command to fail.

The NOUPLINK option is not allowed for a TYPE IVL virtual switch.

QUEuestorage numberM

indicates the upper limit of the amount of fixed storage CP and Queued Direct I/O Hardware Facility
will use for buffers for each OSA-Express data device.

number defines the maximum number of megabytes of storage that can be consumed for QDIO
queues on a single OSA port. When multiple OSA devices are defined in a link aggregation group, then
each OSA port within the group will use the specified amount of storage. Fixed storage is allocated as
needed based on network traffic, until the maximum of numberM are allocated.

number is a number from 1 to 8. 8 is the default value.

CONTRoller *
CONTRoller userid1

IP

identifies the z/VM user ID that controls the OSA-Express device connected at the device number
identified by rdev. CONTROLLER * means CP selects from any of the eligible TCP/IP stacks. See Usage
Note “3” on page 114 for more information about the function of a controller.

If you specify multiple real devices on the RDEV keyword, or through the GROUP keyword, then
specify CONTROLLER *, or allow it to default. The controller functions are then spread across multiple
z/VM TCP/IP stacks, providing more flexibility in case of a failure. You can also specify a pool of
specific controllers to be chosen from by specifying a list of user IDs after the CONTROLLER keyword
with the SET VSWITCH command or the MODIFY VSWITCH statement.

ETHernet

indicates whether the transport for the virtual switch is ETHERNET or IP. The ETHERNET transport
type is Data Link (Layer 2) based, where the ETHERNET frame is used as a point of reference for
source and destination Media Access Control (MAC) addresses in transporting ETHERNET frames on
the LAN. The IP transport type is Network (Layer 3) based, where the IP packet is used as the point of
reference for source and destination IP addresses in transporting IP packets on the LAN.
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If this option is omitted for a type QDIO virtual switch, then the transport is set to IP NONROUTER.
For an IVL virtual switch the transport is set to ETHERNET. An IVL virtual switch can function correctly
only at the Data Link (layer 2) level. Specifying anything other than ETHERNET for an IVL virtual switch
will cause the command to fail.

NONrouter
indicates that the OSA-Express device identified by the RDEV keyword will not act as a router to the
Virtual Switch. If a datagram is received at this device for an unknown IP address, the datagram will
be discarded. This is the default.

PRIrouter
indicates that the OSA-Express device identified by the RDEV keyword will act as a primary router to
the virtual switch. If a datagram is received at this device for an unknown IP address, the datagram
will be passed to the virtual switch.

GROup groupname
indicates that the virtual switch UPLINK port is to be configured to use IEEE 802.3ad Link
Aggregation. The groupname is a single token (1-8 alphanumeric characters) that identifies the group.
Use the SET or MODIFY PORT GROUP command to specify the attributes of the group and the
OSA-Express devices that will make up the group. This option can only be specified when the virtual
switch has been defined with the ETHERNET transport attribute. The port group must be defined using
the MODIFY PORT GROUP command before creating a GLOBAL virtual switch. For a LOCAL virtual
switch, if the group specified has not been defined, it will be created with this command.

NOGROUP
means that the virtual switch will not use Link Aggregation.

BRIDGEport
configures and specifies connectivity for a virtual switch Bridge Port. The Bridge Port is a special
port that is used to connect the virtual switch to a HiperSockets CHPID, essentially bringing the
HiperSockets CHPID to the virtual switch's simulated and physical networks.

Configuring a virtual switch Bridge Port is only supported when the Bridge facility is supported by
the processor, the virtual switch transport type is ETHERNET, and the virtual switch TYPE is QDIO.
Additionally, the ISOLATION feature cannot be used when the virtual switch has a Bridge Port.

Only guest operating systems running in a virtual machine under z/VM and exploiting QDIO Enhanced
Buffer State Management (QEBSM) are eligible to be bridged from the HiperSockets CHPID to the
virtual switch's simulated and physical networks.

NONE
specifies that the virtual switch does not have a Bridge Port.

RDEV nnnn
is a real device number to be used as a Bridge Port to connect the virtual switch to a HiperSockets
CHPID. Only devices that have been configured with either of the HiperSockets CHPID parameters
EXTERNAL_BRIDGED can be specified. Use these parameters on the DEFINE CHPID command or
the appropriate CHPARM in the IOCP (x4 for EXTERNAL_BRIDGED).

The device selected must be compatible to the type of virtual switch created; for example
EXTERNAL_BRIDGED for a QDIO type virtual switch. Connectivity to the HiperSockets CHPID will
be prevented when the specified device does not match the virtual switch's type.

You must specify a single real device number as a hexadecimal number between X'0001' and
X'FFFD". The real device number specified represents a trio of devices. For example, specifying
BRIDGEPORT RDEV 508 means the devices, 508-50A, are used to provide the connection to the
HiperSockets CHPID.

CONnect
indicates that the device identified by the RDEV keyword will be immediately activated, allowing
the connection to be used as the active or standby Bridge Port.
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DISCONnect
indicates that the device identified by the RDEV keyword will be placed in the inactive state. If this
connection is the active Bridge Port connection, another virtual switch with a Bridge Port on the
same CHPID in standby state will take over the active Bridge Port connection.

SECONDARY
indicates that this virtual switch should be assigned a role as a SECONDARY Bridge Port for the
HiperSockets CHPID. This is the default. See usage note “17” on page 117 for more information
about the SECONDARY Bridge Port role.

PRIMARY
indicates that this virtual switch must be assigned the role as the PRIMARY Bridge Port for the
HiperSockets CHPID. See usage note “17” on page 117 for more information about the PRIMARY
Bridge Port role.

IPTimeout nnn
indicates the length of time in minutes that a transient IP address table entry remains in the IP
address table for the virtual network. A transient entry is an entry added to the virtual network by one
guest on behalf of another. This value has no meaning for ETHERNET networks.

nnn is a number from 1 to 240. 5 minutes is the default value.

VLAN
used to enable and configure IEEE standard 802.1Q VLAN support for the virtual switch being defined.
A VLAN-aware virtual switch provides VLAN controls at the user level (with SET VSWITCH GRANT
VLAN and PORTTYPE commands) that can not be overridden by a guest host. If this option is omitted
for a type QDIO virtual switch, then the virtual switch is set to VLAN UNAWARE.

UNAWARE
indicates the virtual switch does not support IEEE standard 802.1Q. All frames flow within the
virtual switch regardless of presence or absence of Virtual Local Area Network (VLAN) tags. Any
VLAN tags present in the frames will be ignored within the switch (however the guest hosts may
perform VLAN filtering at the virtual NIC level).

defvid
defines the virtual switch as a VLAN-aware switch supporting IEEE standard 802.1Q. The defvid
defines the default VLAN ID to be assigned to guest ports when no VLAN ID is coded on the SET
VSWITCH GRANT VLAN command, MODIFY VSWITCH GRANT VLAN statement, the SET VSWITCH
PORTNUMBER command, the SET VSWITCH VLANID command, or through an ESM. It is a number
from 1 to 4094. A VLAN-aware virtual switch provides VLAN controls at the user level (with SET
VSWITCH GRANT, SET VSWITCH PORTNUMBER and SET VSWITCH VLANID commands) that may
not be overridden by a guest host.

AWARE
defines the virtual switch as a VLAN-aware switch supporting IEEE standard 802.lQ without a
default VLAN ID. When a virtual switch is specified as VLAN AWARE, one or more VLAN IDs
must be assigned to each guest port by either a SET VSWITCH GRANT VLAN command, MODIFY
VSWITCH GRANT VLAN statement, the SET VSWITCH PORTNUMBER command, the SET VSWITCH
VLANID command, or through an ESM. Failure to assign an explicit VLAN ID causes all untagged
frames transmitted from the port to be discarded. In the case of a VLAN-unaware guest using a
PORTTYPE ACCESS all outbound frames will be discarded until a VLAN ID is set for the port.

PORTType ACCESS
defines the default porttype attribute for guests authorized for the virtual switch. For PORTTYPE
ACCESS, the guest is unaware of VLAN IDs and sends and receives only untagged traffic.

PORTType TRUNK
defines the default porttype attribute for guests authorized for the virtual switch. For PORTTYPE
TRUNK, the guest is VLAN aware and sends and receives tagged traffic for those VLANs to which the
guest is authorized. If the guest is also authorized to the natvid, untagged traffic sent or received by
the guest is associated with the native VLAN ID (natvid) of the virtual switch.

PORTTYPE TRUNK is not allowed for a TYPE IVL virtual switch.
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GVRP
indicates that the VLAN IDs in use on the virtual switch should be registered with GVRP-aware
switches on the LAN. This provides dynamic VLAN registration and VLAN registration removal for
networking switches. This eliminates the need to manually configure the individual port VLAN
assignments.

NOGVRP
Do not register VLAN IDs with GVRP-aware switches on the LAN. When NOGVRP is specified VLAN
port assignments must be configured manually.

NATive natvid

NATive NONE
the natvid option is available only on a VLAN-aware switch. When natvidis a number from 1 to 4094,
this operand defines the native VLAN ID that is to be associated with untagged frames received and
transmitted by the virtual switch. NATIVE NONE causes all untagged frames to be discarded, instead
of being delivered with a native VLAN ID. If this option is omitted, 1 is used as the natvid for a type
QDIO virtual switch. For a type QDIO virtual switch this is the default.

USERBASED
operational differences between USERBASED and PORTBASED VSwitches have been eliminated.

USERBASED specifies that user based rules will be applied when relocating a guest in an SSI. A
user-defined port may or may not be preserved over a relocation. Port numbers assigned by z/VM
will not be preserved. New port numbers will be assigned on the destination system. If portnumber
predictability across an SSI is required, use the PORTBASED option on the VSwitch in each SSI
member.

For more information, see z/VM: Connectivity.
USERBASED is not allowed for a TYPE IVL virtual switch.

PORTBASED
operational differences between USERBASED and PORTBASED VSwitches have been eliminated.

PORTBASED specifies that port based rules will be applied when relocating a guest in an SSI. User-
defined port numbers will be preserved over a relocation. Port numbers assigned by z/VM will not be
preserved. In this case a new port number will be allocated on the destination system.

For more information, see z/VM: Connectivity.

PORTname portname
is a 1- to 8-character name that identifies the OSA-Express adapter. You can specify a maximum
of three port names. Multiple port names are used when different port names are needed for
the multiple rdevs specified on the RDEV operand. See Usage Note “10” on page 116 for more
information.

Usage Notes

1. The DEFINE VSWITCH statement creates a virtual switch. The MODIFY VSWITCH statement can be
used to modify a virtual switch by authorizing users to use the switch. Authorization to a virtual switch
may also be provided by an External Security Manager.

2. Accounting is set for the switch based on the default accounting state as set by the SET VMLAN
ACCOUNT SYSTEM command or configuration statement. If accounting is turned on after the virtual
switch is defined, the virtual switch will need to be redefined for accounting to take effect.

3. Avirtual switch's connection to a real hardware LAN segment is not operational until an eligible
TCP/IP stack is selected to be the controller for the OSA-Express device. CP selects an eligible TCP/IP
stack to be the controller by either:

 Itis recommended that the VSWITCH controller be at the same release level as CP, although all
supported releases are allowed.

« If CONTROLLER userid1 is specified on the DEFINE or SET VSWITCH commands or the DEFINE or
MODIFY VSWITCH system configuration statements, with either a single user ID or a list of user
IDs, only those user IDs are selected.
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If CONTROLLER * is specified or allowed to default, CP selects from any eligible TCP/IP stack.

A TCP/IP stack becomes eligible when:

The TCP/IP MODULE running in the controller is at a release level that supports the function
required for the virtual switch.

An IUCV *VSWITCH statement is included in its virtual machine definition.

The TCP/IP VSWITCH CONTROLLER statement is coded, and has defaulted to be ON or is explicitly
set to ON in the TCP/IP configuration file or through an OBEYFILE command.

The stack has completed initialization.

The stack has virtual device numbers available for CP to attach the control device.

The virtual device range used by CP is specified in the VSWITCH CONTROLLER TCP/IP configuration
statement. If no VDEV range is specified, CP uses the virtual device number (vdev) that matches the

rdev number specified on the DEFINE VSWITCH or SET VSWITCH command. For more information
about the VSWITCH CONTROLLER statement, see z/VM: TCP/IP Planning and Customization.

Note: Do not code DEVICE and LINK TCP/IP configuration statements for the device. Do not attach
the device to a TCP/IP controller virtual machine. These steps are handled by DEFINE VSWITCH
processing when a controller is selected.

If an eligible stack is not found, or none of the rdevs are operational, you receive a message, and the
virtual switch operates in a local LAN environment.

. The virtual switch supports two modes of operation for data transport in support of both TCP/IP

and non-IP based applications. In deciding which mode to deploy for your network, some things to
consider about deploying an ETHERNET virtualized LAN segment are:

Do your servers or applications need to have their own unique MAC addresses (load balancers)?
Do you plan to deploy non-IP based applications on your network (SNA or NetBIOS, for example)?
Do you want to build a virtual LAN segment that operates closely to its physical counterpart?

The key attributes of each transport mode with their operational characteristics are as follows:

ETHERNET (Layer 2)

— Supports all applications that deploy ETHERNET (IEEE 802).
— ETHERNET frames are transported on the LAN segment.
— All destinations are identified by MAC address.

— MAC addresses are locally administered by the LAN administrator through z/VM CP commands or
configuration statements.

— Each host connection is identified by a single MAC address.
— This is a Link Layer transport, in which all hosts maintain their respective ARP caches.
— VLAN tagging resides within the ETHERNET frames per IEEE 802.1Q specifications.

— When GROUP attribute is specified, the frames can be transported as part of the IEEE 802.3ad
standard.

— When a Bridge Port is defined the virtual switch provides physical LAN connectivity for the target
HiperSocket channel.

IP (Layer 3)

— Supports IP for TCP/IP applications only.

— IP packets are transported on the LAN segment.

— All destinations are identified by IP addresses.

— IP address assignments are set by the host running in the guest virtual machine.
— Each host may have more than one IP address (multi-homed).

— This is Link Layer independent (that is, no MAC addresses), and ARP processing is offloaded onto
the OSE-Express adapter.
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— VLAN tagging resides in internal QDIO headers.
— All hosts share the OSA-Express MAC address.

A virtual switch operates in only one mode for a given instance. For example, if the switch is
configured as IP, then all communications on the LAN segment must be IP based. The same is also
true when the switch is configured in ETHERNET mode. These transport modes affect the method of
data transfer for the virtual switch. The other operations of the switch, such as guest authorization,
failover, controller configuration, and so on, function the same for both modes.

5. The IP transport type is IPv4 only. In order to support IPvé6 through the virtual switch RDEV, the
ETHERNET transport is required.

6. MODIFY VSWITCH cannot be used to change the type of transport. The virtual switch will need to be
redefined.

7. Use the QUERY CONTROLLER command output to find the TCP/IP stacks that are the virtual switch
controllers. Use the QUERY VSWITCH command to display information about the virtual switch.

8. CP manages the devices used to control a virtual switch's connection to a real LAN segment through
an OSA-Express device. CP attaches the devices to the z/VM TCP/IP virtual machine. CP also defines
devices of type VSWITCH-OSD to the TCP/IP stack, concatenating switchname with vdev and "DEV"
to form the device name and switchname with vdev and "LINK" to form the link names. These names
appear in the TCP/IP query and trace information.

DEVICE and LINK statements must not be included in the TCP/IP configuration file for these devices.

The port number specified by nnnn.Pnn will be used by the TCP/IP (controller) when initializing the
device. If the port number is not specified, it will default to port 0. If the port number is not supported
on the device, initialization of the device will be terminated.

9. Multiple real devices and portnames can be specified on the RDEV and PORTNAME operands.
This feature allows failover to an alternate real device in the event of a failure with the current
OSA-Express or link aggregation group. All real devices specified must be active and connected to the
same hardware LAN in order to effectively and dynamically failover to an alternate device. In addition,
the alternate devices must be defined on separate CHPIDs. If your OSA-Express device requires a
portname, specify one portname for each real device number.

10. When the real device identified by one of the rdevs is started, on a VSWITCH with the NOGROUP
attribute, TCP/IP assigns the port name as the hardware adapter name. If an adapter name was
already assigned by a previous connection, then the port name must be the same as assigned by any
other connection in order to share the adapter. This includes sharing the OSA-Express adapter with
this logical partition or all other partitions.

The PORTNAME operand is optional. However, some levels of the OSA-Express adapters require that
the PORTNAME operand is specified. When such an adapter is in use and the PORTNAME operand is
omitted, an error message is displayed during switch initialization.

If the device is already started, you must stop it by issuing the SET VSWITCH switchname
DISCONNECT command before changing the port name.

11. PRIROUTER is required only when IP forwarding (routing) nodes will be coupled to the switch. Router
nodes provide connectivity for their LAN segments (remote nodes) through their switch connection.
When Router nodes are deployed, their switch connection must be configured as PRIROUTER. In
addition to this, the switch itself must also be configured as PRIROUTER to the OSA-E adapter.

This will insure delivery of datagrams destined for LAN segments that are connected through
routers coupled to a switch. Only one connection on each OSA-Express card can be designated
as PRIROUTER. If the switch is successful in establishing PRIROUTER on the OSA-Express card,
no other node (or switch) sharing the same OSA-Express card will be able to act as PRIROUTER.
If another connection has already been established as PRIROUTER, the switch will be left with
NONROUTER status (which is reflected in the QUERY VSWITCH response).

12. NONROUTER is the default mode for the switch. Every node is directly coupled to the switch and
the associated IP destinations are registered with the OSA-Express connection. This is the most
efficient way to use the virtual switch. In this mode, packets with an unrecognized IP destination are
automatically sent out through the switch connection.
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For a VLAN aware virtual switch, you should specify the same native VLAN ID (natvid) as specified
in your configuration of any physical switches in your network. Most hardware manufacturers use a
default of 1.

SET VSWITCH cannot be used to change the VLAN awareness attribute. To change the attribute,
detach the virtual switch and define it again with the correct attribute.

If the virtual switch is defined as VLAN UNAWARE, any attempts to define a VLAN membership will
fail. When the CP access list is used, SET or MODIFY VSWITCH GRANT with VLAN membership

list fails. In addition, SET or MODIFY VSWITCH VLANID fails and SET or MODIFY VSWITCH
PORTNUMBER with VLAN members fails. When an ESM is used, the COUPLE command fails if a
VLAN list is returned by the ESM.

SET VSWITCH cannot be used to change the USERBASED/PORTBASED attribute. The virtual switch
will need to be redefined.

A virtual switch's Bridge Port can be configured to take on the role as either the PRIMARY or as a
SECONDARY Bridge Port for the HiperSockets CHPID. SECONDARY is the default role assighed when
defining a virtual switch with a Bridge Port. A single PRIMARY Bridge Port and up to four SECONDARY
Bridge Ports can be defined per HiperSockets CHPID.

A functional virtual switch configured for the PRIMARY role is always selected as the active Bridge
Port connection. Functional virtual switches configured with the SECONDARY role provide backup
(standby) capability in the event of failure on the part of the active Bridge Port connection.

The first virtual switch Bridge Port successfully connecting to the HiperSockets CHPID (whether
PRIMARY or SECONDARY) will take on the responsibility as the active Bridge Port connection. When
the active Bridge Port connection is a virtual switch with a SECONDARY role, then its responsibility
as the active Bridge Port connection will be relinquished to a connection made by a virtual switch
requesting the PRIMARY role.

A Global virtual switch is a collection of virtual switches that share the same networking
characteristics. This collection of virtual switches spans multiple systems running z/VM but logically
operates as a single switch.

Virtual switches defined with the same name and the GLOBAL option are said to be members of the
same global virtual switch when they reside in systems running z/VM that belong to the same IVL
domain. (Definition and activation of an IVL virtual switch allows a system running z/VM to join an IVL
domain. See usage note “19” on page 118 for more information about the IVL virtual switch.)

The following conditions must be fulfilled in order to create or change a global virtual switch member:

« The system's IVL virtual switch must be defined and its UPLINK port connected. In other words, the
host must be an active member of an IVL domain.

Creation of Global virtual switches specified in the SYSTEM CONFIG file will be deferred until the
IVL virtual switch UPLINK port connects the system to the IVL domain. Message HCP3178I will be
displayed for each deferred Global virtual switch.

- If any other virtual switch exists in the IVL domain with the same name the following attributes
must match or the DEFINE VSWITCH or SET VSWITCH will fail with message HCP3170E.

IP or ETHERNET

ISOLATION

VEPA

VLAN AWARE or UNAWARE

NATIVE natvid

USERBASED or PORTBASED

- The following additional restrictions exist if a global virtual switch is configured to use a shared port
group:
— RDEV device_addr is not allowed.
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19. A virtual switch defined to be TYPE IVL is an Inter-VSwitch Link which provides communication
infrastructure to exchange control information and data necessary to manage global networking
objects that can span multiple systems running z/VM.

A single IVL virtual switch accommodates all inter-LPAR control traffic for a system. This virtual
switch is defined by the system administrator using a CP command or a statement in the System
Configuration file. The DEFINE VSWITCH specifies the RDEV or GROUP operand to configure OSA-
Express adapters to provide the required connectivity to systems running z/VM in other LPARs so they
can all join the same IVL domain.

An IVL domain is a group of systems running z/VM that have each defined an IVL VSwitch with an
UPLINK port configured and connected to the same external LAN segment. Configuration of an IVL
virtual switch defines the system's IVL domain membership.

These domains allow isolation of global networking traffic through the enumeration of different
domain letters A-H. Each is assigned a separate, reserved multicast MAC address. For example,
communications for default Domain A is assigned to 03-FF-FF-FF-FF-01. (MAC address prefix 03-FF-
FF is reserved for IVL communications for all systems running z/VM.)

The VLAN associated with a VLAN-aware IVL virtual switch can be modified using the IVLPORT VLAN
operand on the SET VSWITCH command. Up to 8 IVL domains can be defined per VLAN.

Note that up to 16 systems can be members of the same IVL domain.

When a global virtual switch is in use the IVL virtual switch UPLINK port must remain operational in
order to support full function for a global virtual switch that spans multiple systems.

For more information, see z/VM: Connectivity.

Examples

1. To define a switch named BIGANG that connects to a real LAN through device fd00, specify the
following:

define vswitch bigang rdev £d0O

2. To define a switch named ETH1 that will use Link Aggregation for a port group named ETH1GRP,
specify the following:

define vswitch ethl ethernet group ethlgrp
3. To define a switch named LINPROD that uses OSA-Express hardware ports, specify the following:

define vswitch linprod rdev 9c00.p0 9d00O.pl 9e00

In the above example, device 9e00 will connect to port 0 on the OSA-Express.

4. To define a switch named ETHO that connects to a real LAN through device 1elb and to a HiperSockets
CHPID through device 7000, specify the following:

define vswitch eth@® type gdio rdev lelb ethernet bridgeport rdev 7000
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DEVICES

DEVICES Statement

A

A

»— DEVICes — ACCEPTed {

rdev
NOTACCEPTed —— L rdev-rdev

ASSIGN_at_ipl ——

—— NOASSIGN_at_ipl —

DYNamic_ifo ———
—— NOTDYNamic_i/o —
—— INITialized_at_ipl —

—— NOTINITialized_at_ipl —

OFFLine_at_ipl ——

ONLine_at_ipl ——
M SENSED_BUT_OFFLine —
M SCMeasured ———

M——— NOTSCMeasured —

M——-—— SENSed ———
M——- NOTSENSed ———
M——— SHAREd ——

M——— NOTSHAREd ————

M——-— THROTtled ———

—— NOTTHROTtled ——~

Purpose

Use the DEVICES statement to specify how CP handles specific devices during initialization. You can
specify whether CP does the following actions:

« CP accepts (and builds real device blocks for) specified devices.

« CP allows dynamic changes for specified devices.

 CPinitializes the specified devices during IPL.

« CP measures the subchannels for specified devices.

- CP assigns the tape drive to the system when the device is being brought online.

« CP uses the information returned from a sense ID request to help define the device.
« CP shares DASD between independent operating systems.

« CP limits (throttles) the I/O rate for specified devices.

How to Specify

Include as many statements as needed; they are optional. You can place DEVICES statements anywhere
in the system configuration file. If you specify more than one statement with the same operands, the last
operand definition overrides any previous specifications.
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Parameters

ACCEPTed
CP accepts the specified device or devices.

rdev
rdev-rdev
is the real device number of the device or devices that you are affecting. The variable rdev must
be a hexadecimal number between X'0000' and X'FFFF'. You can specify a single device, a range of
devices, or any combination thereof.
NOTACCEPTed
CP does not accept the specified device or devices.

Note: CP ignores any devices you specify on the NOTACCEPTED operand, even if you have explicitly
defined those devices by using RDEVICE statements in the system configuration file or by using
RDEVICE macroinstructions in the HCPRIO ASSEMBLE file.

ASSIGN_at_ipl

CP assigns the tape drive to the system when the device is being brought online.
NOASSIGN_at_ipl

CP does not assign the tape drive when the device is being brought online.
DYNamic_i/o

CP allows dynamic I/O changes on the specified device or devices.

Note: If you want to allow dynamic I/O changes on any devices, do not forget to specify FEATURES
ENABLE DYNAMIC_I/O in your system configuration file. This FEATURES operand enables or disables
dynamic I/O changes for your system's processor. So, if you do not enable dynamic I/O changes on
the processor, CP does not let you make dynamic I/O changes on any individual device or devices.

NOTDYNamic_i/o
CP does not allow dynamic I/O changes on the specified device or devices.

INITialized_at_ipl
CP initializes the specified device or devices during IPL. This operand is functionally equivalent to the
ONLINE_AT_IPL operand.

NOTINITialized_at_ipl
CP does not initialize the specified device or devices during IPL. This operand is functionally
equivalent to the OFFLINE_AT_IPL operand.
OFFLine_at_ipl
CP does not initialize the specified device or devices at IPL.
ONLine_at_ipl
CP initializes the specified device or devices at IPL.
SENSED_BUT_OFFLine

CP does not initialize the specified device or devices at IPL, but still issues a sense ID request to
determine the device class or type.

SCMeasured
CP collects subchannel measurement data for the subchannels of the specified device or devices.

NOTSCMeasured
CP does not collect subchannel measurement data for the subchannels of the specified device or
devices.

SENSed
CP uses the information returned from a sense ID request to determine the device class or type.

NOTSENSed
CP does not use the information returned from a sense ID request to determine the device class or

type.
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SHAREd
indicates that the specified DASD device or devices are shared between independent operating
systems.

NOTSHAREd
indicates that the specified DASD device or devices are not be shared with any other independent
operating system.

THROTtled
CP limits (throttles) the rate of I/O coming from the specified device or devices.

NOTTHROTtled
CP does not limit (throttle) the I/0 rate of the specified device or devices.

Usage Notes

1. If an IODF statement is defined in the system configuration file with the osconfig parameter specified,
then the software I/O configuration is controlled by HCD. In this case, the following DEVICES
statements are ignored if they are specified:

» DEVICES ACCEPTED

« DEVICES NOTACCEPTED

- DEVICES DYNAMIC_I/O

- DEVICES NOTDYNAMIC_I/O
« DEVICES OFFLINE_AT_IPL
+ DEVICES ONLINE_AT_IPL

« DEVICES SENSED_BUT_OFFLINE
« DEVICES SENSED

» DEVICES NOTSENSED

» DEVICES SHARED

« DEVICES NOTSHARED

For more information, see “IODF Statement” on page 177.

2. If you do not specify the DEVICES statement in the system configuration file, the following behavior
results:

« CP accepts all devices.

« CP allows dynamic changes on all devices (if you specified FEATURES ENABLE DYNAMIC_I/0).
 CPinitializes all devices.

= CP measures all devices.

- CP senses the characteristics of all devices.

» CP does not share any DASD devices.

« CP does not throttle any devices.

« CP does not assign any tape drives to CP at IPL.

« For any devices that you did not explicitly define with the RDEVICE statement in the system
configuration file, CP senses the device if possible and dynamically builds an RDEV for it.

« If you specify the wrong device type on the RDEVICE statement, CP does not bring the device online
because of conflicting device information. That is, if you define a 3490 tape drive and the device is
really a 3590 tape drive, CP does not bring the device online. If you specify the wrong device class,
CP does not bring the device online. That is, if you define a tape drive and the device is really a DASD,
CP does not bring the device online.

For more information, see “RDEVICE Statement” on page 223.

3. To allow or prevent dynamic changes after IPL, use the SET DYNAMIC_I/O command. For more
information, see SET DYNAMIC_I/O in z/VM: CP Commands and Utilities Reference.
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DEVICES

4. To start or stop subchannel measuring after IPL, use the SET SCMEASURE command. For more
information, see SET SCMEASURE in z/VM: CP Commands and Utilities Reference.

5. You can also share DASD devices between independent operating systems by specifying the SHARED
operand on the SET RDEVICE command, by issuing the SET SHARED command, or by specifying the
SHARED operand on the RDEVICE statement. For more information, see “RDEVICE Statement” on
page 223 and “RDEVICE Statement (DASD)” on page 232. See also SET RDEVICE and SET SHARED in
z/VM: CP Commands and Utilities Reference.

6. To define new devices after IPL, use the SET RDEVICE command. For more information, see SET
RDEVICE in z/VM: CP Commands and Utilities Reference.

7. For each category (ACCEPTED, DYNAMIC_I/O, INITIALIZED_AT_IPL, MEASURED, ONLINE_AT_IPL,
SENSED, SHARED, THROTTLED, and ASSIGN_AT_IPL), CP processes the information on the DEVICES
statement sequentially. If you specify more than one DEVICES statement or you overlap ranges of real
device numbers, CP uses the last specification. For example, if you specify:

DEVICES NotAccepted 1000-1fff,
Accepted 1800-18ff,
NotAccepted 1820-182f

CP accepts devices at address 1800 through 181F and at address 1830 through 18FF. CP does not
accept devices at address 1000 through 17FF, 1820 through 182F, and 1900 through 1FFF.

Note: The INITIALIZED_AT_IPL and ONLINE_AT_IPL operands perform exactly the same function.
You can use these two operands (and their negative counterparts, NOTINITIALIZED_AT_IPL and
OFFLINE_AT_IPL) in any combination. If you overlap ranges of real device numbers, CP uses the last
specification.

8. Similar to the OFFLINE_AT_IPL operand, the SENSED_BUT_OFFLINE operand applies only during
system initialization. Devices brought online by dynamic I/O after system initialization are not affected
by the SENSED_BUT_OFFLINE setting.

9. If multiple subchannel set support is enabled, DEVICES settings defined by the SET DEVICES
command or the DEVICES system configuration statement apply to all subchannel sets. For example, if
device 1234 is NOTACCEPTED, then so is device 11234. If device 01234 is NOTACCEPTED and device
11234 is added dynamically, it is ignored.

Examples

1. The following DEVICES statement specifies these settings:
« CP does not accept a group of terminals, except for one.
« CP allows dynamic I/O changes on all devices, except for 1905 through 1943.
 CPinitializes all devices, except 8EO through 8EF.
« CP measures all devices, except DASD 2F04.
« CP leaves a group of disks offline or not initialized.
« CP does not sense a group of tape devices.
« CP shares a string of DASDs at 1100 through 114F.
« CP throttles the I/O rate to a shared database at 460 through 48F.
« CP assigns tape drive 181 to CP.

Devices NotAccepted 2f12-2f22, /* Don't accept terminals */
Accepted 2f1f, /* ... except David's */
Dynamic_I/0 0000-ffff, /* Dynamic changes are ok x/

/* on these devices. */
NotDynamic_I/0 1905-1943, /* No changes allowed on */

/* these ... ever! */
Initialized_at_IPL 0000-ffff, /* Initialize everything...x/
NotInitialized_at_IPL 08e0-08ef, /* ... almost. */
SCMeasured 0000-ffff, /* Measure everything ... x/
NotSCMeasured 2f04, /* ... almost. */
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Offline_at_IPL 0a00-0aff,
NotSensed 0100-01ff,
NotShared 0000-ffff,

Shared 1100-114f,

Throttled 0460-048f Rate 20

Assign_at_ipl 181

/*
/*
/*

/* ...

/*
/*
/*

DEVICES

Backup DASD string */
Don't sense these tapes */
Don't share anything! */
except these. */

Limit the I/0 on the */
shared database DASD x/
Assign 181 to CP. */
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DISABLE COMMAND / CMD Statement

v

»— DISAble tCOMmand command
CMD —J

Query SUBCmd — subcommand
L Virtual —J

Set — SUBCmd — subcommand

E IBMclass — *3
IBMclass — ¢

Purpose

Use the DISABLE COMMAND or CMD statement to prevent CP from processing requests for the specified
CP command during and after initialization.

You can also prevent processing of CP commands after initialization by using the DISABLE COMMAND
or CMD commands. For more information, see DISABLE COMMAND / CMD in z/VM: CP Commands and
Utilities Reference

How to Specify

Include as many statements as needed; they are optional. You can place DISABLE COMMAND or CMD
statements anywhere in the system configuration file. If you specify more than one statement with the
same operands, the last operand definition overrides any previous specifications.

Operands

command
is the name of the command that you are disabling. The variable command is a 1-character to
12-character alphanumeric string.

Query SUBCmd subcommand

tells CP the name of the CP QUERY subcommand that you are disabling. The variable subcommand is
a 1-character to 12-character alphanumeric string.

Query Virtual SUBCmd subcommand

tells CP the name of the CP QUERY VIRTUAL subcommand that you are disabling. The variable
subcommand is a 1-character to 12-character alphanumeric string.

Set SUBCmd subcommand
tells CP the name of the CP SET subcommand that you are disabling. The variable subcommand is a
1-character to 12-character alphanumeric string.

IBMclass *
tells CP to disable all versions of the specified command or subcommand. If omitted, IBMCLASS * is
the default.

IBMclass ¢
tells CP to disable a specific version of the specified command or subcommand. The variable ¢ can be
any 1 of the following;:

A
this is a system-control command to be used by the primary system operator.

B
this is a command for operational control of real devices.
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this is a command to alter host storage.

this is a command for system-wide control of spool files.

this is a command to examine host storage.

this is a command for service control of real devices.

this is a general-use command used to control the functions of a virtual machine.

(zero) this command has no specific IBM class assigned.

Usage Notes

1.

4,

To remove the command processing code from the system execution space, use the CPXUNLOAD
command. For more information, see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

. To load the command processing code into the system execution space, use the CPXLOAD statement

or command. For more information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM:

CP Commands and Utilities Reference.

. To deactivate a CP command while defining it, use the DISABLE operand of the DEFINE COMMAND

or CMD statement or command. For more information, see “DEFINE COMMAND / CMD Statement” on
page 90. See also DEFINE COMMAND / CMD command in z/VM: CP Commands and Utilities Reference.

To activate a CP command:

« To activate a command while defining the command, use the ENABLE operand of the DEFINE
COMMAND or CMD statement or command. For more information, see “DEFINE COMMAND / CMD
Statement” on page 90. See also DEFINE COMMAND / CMD command in z/VM: CP Commands and
Utilities Reference.

« To activate a command after defining the command, use the ENABLE COMMAND or CMD statement
or command. For more information, see “ENABLE COMMAND / CMD Statement” on page 142. See
also ENABLE COMMAND / CMD in z/VM: CP Commands and Utilities Reference.

. To change the definition of an existing CP command, use the MODIFY COMMAND or CMD statement or

command. For more information, see “MODIFY COMMAND / CMD Statement” on page 184. See also
MODIFY COMMAND / CMD in z/VM: CP Commands and Utilities Reference.

. Once defined, COMMANDS, SUBCOMMANDS, and ALIASES cannot be deleted. They can be altered in

various appropriate ways, but they remain in existence untila SHUTDOWN or RESTART IPL is done.

. To display the address of the CP command table entry block, the current IBM class, and the current

privilege class for a specified CP command, use the LOCATE CMDBK command. For more information,
see LOCATE CMDBK in z/VM: CP Commands and Utilities Reference.

. For more information about enabling and disabling commands, see Defining and Modifying Commands

and Diagnose Codes in z/VM: CP Exit Customization.

Examples

1.

2.

To disable the class D version of the CP PURGE command, but not the class G version of the CP PURGE
command, use the following:

Disable Command purge IBMclass d

To disable the CP SHUTDOWN command, use the following:

Disable Command shutdown
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DISABLE DIAGNOSE

DISABLE DIAGNOSE Statement

»— DISAble — DIAGnose ALL

{ diag ]
L diagl-diag2 —J

Purpose

Use the DISABLE DIAGNOSE statement to prevent CP from processing requests for one or more locally-
developed DIAGNOSE codes during and after initialization.

You can also prevent processing of locally-developed DIAGNOSE codes after initialization using the
DISABLE DIAGNOSE command. For more information, see DISABLE DIAGNOSE in z/VM: CP Commands
and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DISABLE DIAGNOSE statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

ALL
tells CP to disable all existing DIAGNOSE codes.

Note: This operand disables all DIAGNOSE codes: the locally-defined ones, the IBM-supplied ones,
and any supplied by third-party software vendors.

diag

diagl-diag2
is the number of the DIAGNOSE code that you are disabling. Each diag must be a hexadecimal humber
between X'0000' and X'03FC' and must be a multiple of 4. You can specify a single DIAGNOSE code, a
range of DIAGNOSE codes, or any combination thereof.

Usage Notes

1. CP treats disabled DIAGNOSE codes as if they were never defined. If you try to use a disabled
DIAGNOSE code in a program, CP will give you a program check specification exception.

2. To load the DIAGNOSE processing code into the system execution space, use the CPXLOAD
statement or CPXLOAD CP command. For more information, see “CPXLOAD Statement” on page
76. See also CPXLOAD in z/VM: CP Commands and Utilities Reference.

3. To define a new DIAGNOSE code, use the DEFINE DIAGNOSE statement or CP command. For more
information, see “DEFINE DIAGNOSE Statement” on page 96. See also DEFINE DIAGNOSE in z/VM:
CP Commands and Utilities Reference.

Note: Unless you specify the ENABLE operand of the DEFINE DIAGNOSE statement or command, the
new DIAGNOSE code is initially in a disabled state after being defined.

4. To activate a new DIAGNOSE code after defining it, use the ENABLE DIAGNOSE statement or ENABLE
DIAGNOSE CP command. For more information, see “ENABLE DIAGNOSE Statement” on page 144.
See also ENABLE DIAGNOSE in z/VM: CP Commands and Utilities Reference.
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DISABLE DIAGNOSE

5. To change the definition of an existing DIAGNOSE code, use the MODIFY DIAGNOSE statement
or command. For more information, see “MODIFY DIAGNOSE Statement” on page 188. See also
MODIFY DIAGNOSE in z/VM: CP Commands and Utilities Reference.

6. To display information about a DIAGNOSE code (status, entry point name, and privilege class) after
initialization, use the QUERY DIAGNOSE command. For more information, see QUERY DIAGNOSE in
z/VM: CP Commands and Utilities Reference.

7. To display the address of the CP DIAGNOSE code table block for a DIAGNOSE code after initialization,
use the LOCATE DGNBK command. For more information, see LOCATE DGNBK in z/VM: CP Commands
and Utilities Reference.

8. Once defined, DIAGNOSE codes cannot be deleted. They can be altered in various appropriate ways,
but they remain in existence until a SHUTDOWN or RESTART IPL is done.

9. To remove the DIAGNOSE processing code from the system execution space, use the CPXUNLOAD
command. For more information, see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

10. Many external security managers (ESMs) do not support DIAGNOSE codes above X'03FC'. For this
reason, CP does not support DIAGNOSE codes above X'03FC'. The DIAGNOSE codes between
X'0000' and X'03FC' are divided as follows:

X'0000' to X'00OFC'
Reserved for IBM use

X'0100' to X'01FC'
Reserved for customer use

X'0200' to X'03FC'
Reserved for IBM use.

11. For more information about user-defined DIAGNOSE codes, see Defining and Modifying Commands
and Diagnose Codes in z/VM: CP Exit Customization.

Examples

1. To have CP disable DIAGNOSE code X'100', use the following:
Disable Diagnose 100

After initialization, any virtual machine that issues DIAGNOSE code X'100' receives a program
specification exception in that virtual machine.

2. To have CP disable all DIAGNOSE codes on your system, use the following:
Disable Diagnose All

3. To have CP disable all locally-defined DIAGNOSE codes, use the following:
Disable Diagnose 100-1fc

4. To have CP disable all locally-defined DIAGNOSE codes except DIAGNOSE code X'01F0', use the
following:

Disable Diagnose 100-lec 1f4-1fc
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DISABLE EXITS

DISABLE EXITS Statement

»— DISAble — EXits ALL >«

L exit _J
exitl — - — exit2

Purpose

Use the DISABLE EXITS statement to prevent CP from calling all entry points and external symbols
associated with one or more exit points during and after initialization.

You can also prevent CP from calling one or more exit points after initialization by using the DISABLE
EXITS command. For more information, see DISABLE EXITS in z/VM: CP Commands and Utilities
Reference.

How to Specify

Include as many statements as needed; they are optional. You can place DISABLE EXITS statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

ALL
tells CP to disable all existing CP exit points.
exit
exitl-exit2
is the number of the exit point (or exit points) that you do not want CP to use. Each exit must be
a hexadecimal number between X'0000' and X'FFFF'. You can specify a single exit point number, a
range of exit point numbers, or any combination thereof.

Usage Notes

1. To load the exit point code into the system execution space, use the CPXLOAD statement or
command. For more information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM:

CP Commands and Utilities Reference.

2. To add to, change, or replace the list of entry points and external symbols associated with an exit
point and to enable or disable that exit point, use the ASSOCIATE EXIT statement or command. For
more information, see “ASSOCIATE EXIT Statement” on page 58. See also ASSOCIATE EXIT in z/VM:

CP Commands and Utilities Reference.

3. To activate an exit point after defining it, use the ENABLE EXITS statement or command. For more
information, see “ENABLE EXITS Statement” on page 146. See also ENABLE EXITS in z/VM: CP
Commands and Utilities Reference.

4. To display status and usage statistics information about a specific exit point after initialization, use
the QUERY EXITS command. For more information see QUERY EXITS in z/VM: CP Commands and
Utilities Reference.

5. To display the address of the CP exit block for a specific exit point, use the LOCATE XITBK command.
For more information see LOCATE XITBK in z/VM: CP Commands and Utilities Reference.

128 z/VM: 7.3 CP Planning and Administration


https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=disablx
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=cpxload
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=assocmd
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=enablex
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=qexit
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=lxitbk
https://www.ibm.com/docs/en/SSB27U_7.3.0/pdf/hcpb7_v7r3.pdf#nameddest=hcpb7_v7r3

DISABLE EXITS

6. To display the address of the CP indirect call locator block for a specific exit point, use the LOCATE
ICLBK command. For more information see LOCATE ICLBK in z/VM: CP Commands and Utilities
Reference.

7. To change the definition of an existing dynamic exit point, or remove the exit point from the system,
use the MODIFY EXIT statement or command. For more information, see “MODIFY EXIT Statement”
on page 191. See also MODIFY EXIT in z/VM: CP Commands and Utilities Reference.

8. To remove the exit point code from the system execution space, use the CPXUNLOAD command. For
more information see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

9. After processing a DISABLE EXITS statement (or command), CP updates the status of the exit point in
its CP exit block, but does not erase the CP exit block. CP will not erase any CP exit blocks until the
next IPL.

10. For more information about user-defined exit points, see Benefits of using CP exits in z/VM: CP Exit
Customization.

Examples

1. To stop CP from calling the entry points and external symbols associated with CP Exits 1, 2, 3, 4, and 6,
use the following:

Disable Exits 1-4 6

2. To stop CP from calling the entry points and external symbols associated with all CP exit points, use
the following;:

Disable Exits All
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DISTRIBUTE

DISTRIBUTE Statement

MAXimum — 16

1 No J
tolerate L MAXimum — xxxx —J
Yes

No
»— DISTRIBute — IUCV I J 1 >

Notes:
1 MAXIMUM specified with NO is meaningful only within an SSI cluster.

Purpose
Use the DISTRIBUTE statement to specify distribution features for the local system.

How to Specify

Include as many statements as needed; they are optional. You can place DISTRIBUTE statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

Iucv
indicates that IUCV distribution option is to be set.

No
indicates that no Distributed IUCV traffic will be allowed to or from other nodes within the ISFC
collection. This is the default.

Tolerate
indicates that Distributed IUCV is allowed to or from any other node in the ISFC collection.
However, IUCV traffic will only leave the local node if the application specifies the target system
name.

Yes
indicates that this node participates fully in Distributed IUCV across the entire ISFC collection.
This means that target searches will be done to the ISFC collection instead of the default of just
the local system.

MAXimum xxxx
indicates the number of megabytes of the largest distributed IUCV send allowed from the host. xxxx is
avalue between 1 and 1024. The default maximum is 16.

Note: It is recommended that all nodes in a CS collection have the same value specified for MAXIMUM
because the maximum value is enforced only by the originating node.

Usage Notes

1. When TOLERATE is specified, IUCV will be distributed via the TARGET parameter of the IUCV macro.
When YES is specified, IUCV will first attempt to satisfy a CONNECT on the local system and then
will attempt to locate the target on a system within the CS collection. The only exception is if the
application specifies that the CONNECT must be satisfied either locally or on a particular target
system.
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2. In the configuration file for an SSI cluster, the DISTRIBUTE IUCV statement governs the use of this
feature beyond the cluster (for example, if the cluster is part of a larger ISFC collection). NO is the
default value. However, regardless of the setting, cross-system IUCV is automatically available among
the members of the cluster, and a MAXIMUM value can be specified with NO to define the IUCV send
limit within the cluster.

3. IUCV applications will behave the same in a distributed environment as they do on a local system with
the following exceptions:

« PURGE and REJECT will only be honored on the local system. Once a message is sent to the other
system it is considered to be delivered.

« The PRIORITY and MSGLIMIT directory specifications must be present on both systems if they are to
be honored.

« The default maximum data length is 16 MB per message. The maximum can be altered via the
SYSTEM CONFIG file by using the DISTRIBUTE statement.
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DRAIN (Disk) Statement

A

»— DRain DASd { L rdev J ] ALL >«
rdev-rdev <
VOLid — volid { j

LInks

PAge

SPol

L SPool —J

. TDisk J

TDsk

— TEmpdisk —

Purpose

Use the DRAIN statement to stop new operations on specified DASD. You can stop CP from:
- Writing pages to the specified device or devices

- Letting users link to minidisks on the specified device or devices

« Allocating spool space on the specified device or devices

« Allocating temporary minidisks on the specified device or devices.

How to Specify

Include as many statements as needed; they are optional. You can place DRAIN DASD statements
anywhere in the system configuration file, but you must place DRAIN VOLID statements after the
CP_OWNED statement (see “CP_OWNED Statement” on page 73) with the same volume serial number.

If you specify the same device on more than one statement, CP keeps a cumulative list of operations.
For example, if you have one statement indicating that you do not want paging on a device and another
statement indicating that you do not want temporary disks allocated on that same device, CP prevents
paging and temporary disk allocation on that device. The second statement does not overrule the first
statement.

Operands

DASd rdev
is the real device number of the DASD you want drained. The variable rdev is a hexadecimal nhumber
between X'0000' and X'FFFF'.

DASd rdev-rdev
is a range of real device numbers specifying the DASD you want drained. Each rdev is a hexadecimal
number between X'0000' and X'FFFF'.

VoLid volid
is the volume serial number of the volume you want drained.

ALL
tells CP not to allow any new operations on this device, including:

« Writing pages during page-out
« Allowing minidisk linking
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- Allocating space for new spool records.
« Allocating temporary disk space.

LInks
tells CP not to allow users to link to minidisks on this device.

PAge
tells CP not to write pages to this device during page-out operations.

SPol
SPool
tells CP not to allocate space on this device for new spool records.

TDisk
TDsk
TEmpdisk
tells CP not to allocate temporary disk space on this device.

Usage Notes

1. When you drain a DASD (or one of its operations), CP makes the DASD appear to be full. Because
the DASD appears to be full, CP tries to allocate from the next appropriate device, if possible. Issuing
DRAIN (Disk) or START (Disk) commands does not cause CP to adjust the system counters. For
example, if you are draining spool space on a DASD, CP does not adjust the amount of spool space that
is unused and available to zero, even though, logically, there appears to be no available spool space
on that DASD. Issuing a CP DETACH command adjusts the appropriate system counters to account for
the space being removed from the system. For more information, see DRAIN (Disk), START (Disk), and
DETACH in z/VM: CP Commands and Utilities Reference.

2. You can attach a draining DASD to a virtual machine.

3. Issuing CP ATTACH and DETACH commands does not affect the DRAINING status indicators, so you
can drain a DASD before attaching it to the system. For more information, see ATTACH and DETACH in
z/VM: CP Commands and Utilities Reference.

4. CP processes the system configuration file during an IPL, which means CP has not attached any
volumes to the system when processing your DRAIN statements. Therefore, when you specify a DRAIN
VOLID statement, you can only use volumes that were previously specified in the system configuration
file on CP_OWNED statements.

5. Use the CP START (Disk) command or statement to tell CP to resume normal allocation on the device
and use the QUERY DASD DRAINING command to get information about the draining status of your
DASD. For more information, see “START (Disk) Statement” on page 272. See also START (Disk) and
QUERY DASD in z/VM: CP Commands and Utilities Reference.

Examples

Use the DRAIN and START statements shown in Figure 4 on page 134 to have CP:
« Drain all operations on all DASD between X'0700' and X'07FF",
« Allow users to link to minidisks on DASD X'0700', and

« Ensure that CP can write pages to the CP-owned paging pack (SYSPG1), if someone moves that DASD to
one of the addresses that are draining (X'0700' through X'07FF")
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DRAIN (Disk)

Drain
Start

Start

DASD

DASD

Volid

0700-07ff All

0700 Links

SYSPG1 Page

/* Do not allow any activity on
these DASD ... */

/* ... except for 700, which has
a minidisk I need to link to */

/* ... and, if Operations moves
the CP-owned paging pack any-
where in the 700-7FF range, it
has to be useable for system
paging! */

Figure 4. Example DRAIN and START Statements

After you IPL the system, you can use the CP QUERY DASD DRAINING command to see the results of
your DRAIN (Disk) and START (Disk) statements. For example, if the CP-owned volume did not fall into the
range of drained devices, you would see:

Vol-ID
SYS700
SYS701
SYS702

SYS7FE
SYS7FF

Rdev
0700
0701
0702

O7FE
07FF

Draining: PAge
Yes
Yes
Yes

Yes
Yes

LInks SPool TDisk
No Yes Yes
Yes Yes Yes
Yes Yes Yes

Yes Yes Yes
Yes Yes Yes

If the CP-owned volume SYSPG1 fell into the range of drained devices, you would see:

Vol-ID

SYSPG1

Rdev

0777

Draining: PAge

No

LInks SPool TDisk

Yes Yes Yes

If the CP-owned volume SYSPG1 had a real device number of X'0700', you would see:

Vol-ID

SYSPG1

Rdev

0700

Draining: PAge

No

LInks SPool TDisk

No Yes Yes
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EDEVICE Statement

»— EDEVice — edev TYpe — FBA — ATTRibutes —»
tEQid — eqid

NOEQid

\ 4

1750 —[Paths] >

M 2105 —

M 2107 —
M— 2145 —

M XIV —

M— SCSI —

“— FLASH —

“— NVME PCIFunction — rpfid —
L ALIAS J

Paths

1 ]
»L — FCP_DEVice — rdev. — WWPN — wwpn

L J
— LUN — lun

Notes:

1 You can specify a maximum of 8 "paths" to the device.

2 The LUN operand is required when you define the first path to a SCSI EDEVICE. For subsequent
paths, the LUN operand is optional. If you specify the LUN operand, the value must match the LUN
on the first path.

Purpose

Use the EDEVICE statement to define an emulated device that represents a real SCSI device or a real
NVMe device that is connected to a PCle adapter.

How to Specify

Include as many EDEVICE statements as needed; they are optional and can be placed anywhere in the
system configuration file. If you specify more than one statement with the real device number, CP uses
the last statement. For example, if you specify:

RDEVice 0500 Type AFP

EDEVice 0500 TYpe FBA ATTR 2105 FCP_DEV 2000 WWPN 5005076300CEG4DA,
LUN 6100000000000000

CP defines an emulated FBA DASD at real device number 0500, and not an advanced function printer.
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Operands

edev
specifies the device number that is associated with the emulated device. The edev number
corresponds directly with an rdev number. Thus, a new number cannot be defined where an rdev
number already exists. An edev in the active configuration can be entered as a 4-digit hexadecimal
device number between X'0000' and X'FFFF'. For an edev in the active or standby configuration, the
device number can be a 5-digit hexadecimal number between X'00000' and X'3FFFF' with the leading
digit specifying the subchannel set of the device for which you want information to be displayed.

EQid eqid
assigns the device equivalency ID (EQID) eqgid to the EDEV. The eqid is a string of 1-8 alphanumeric
characters. Note that when VARYing this device online, a system-generated EQID will override this
equivalency ID if one can be generated.

NOEQid
removes a previously assigned EQID from this RDEV. After the device is varied online, it reverts back
to a system-generated EQID.

TYpe
specifies the emulated device type, selected by the immediately following parameter.

FBA
identifies the emulated device as an FBA DASD.

ATTRibutes
specifies the name of an attribute set to be associated with the real device.

1750
specifies that IBM 1750 device attributes are to be used for the real device that is being emulated.
See Usage Note “4” on page 138 for more information.

2105
specifies that IBM 2105 device attributes are to be used for the real device that is being emulated.

2107
specifies that IBM 2107 device attributes are to be used for the real device that is being emulated.

2145
specifies that IBM 2145 device attributes are to be used for the real device that is being emulated.
See Usage Note “5” on page 138 for more information.

XIv®
specifies that IBM XIV device attributes are to be used for the real device that is being emulated.

SCSI
specifies that general SCSI device attributes are to be used for the real device that is being emulated.

Note: When specifying this value, you should exercise caution in defining more than one path to the
device. Be sure that the device actually supports multiple paths. Defining multiple paths to a device
that does not support multiple paths could result in data-integrity problems on the device.

FLASH
specifies that IBM FLASH device attributes are to be used for the real device that is being emulated.
This attribute is used for IBM FlashSystem hardware and does not require a SAN Volume Controller
(2145) in use.

NVME
specifies that NVMe device attributes are to be used for the device that is emulated. This attribute is
used for NVMe devices that are connected via PCle functions.

FCP_DEVice rdev
specifies the real device number of the FCP device to be used for a specific path to a SCSI device. The
rdev must be a 1 - 4 digit hexadecimal number between X'0000' and X'FFFF'.

WWPN wwpn
specifies the world wide port name for a specific path to a SCSI device. The wwpn must be a 16 digit
hexadecimal number between X'0000000000000000' and X'FFFFFFFFFFFFFFFF'.
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If fewer than 16 digits are specified for the wwpn, the number will be padded with leading zeros to
make it a 16 digit number.

LUN lun
specifies the logical unit number for a specific path to a SCSI device. The lun must be a 16 digit
hexadecimal number between X'0000000000000000' and X'FFFFFFFFFFFFFFFF'. Note, however,
that the number of digits recognized by the SCSI device may vary by manufacturer, type and model.

If fewer than 16 digits are specified for the lun, the number will be padded with leading zeros to make
it a 16 digit number, but this will almost certainly produce an invalid value. You must be careful to
specify all 16 digits, using trailing zeros, as per the note below.

Attention

Because CP cannot know how many digits your device recognizes, you must enter all 16 digits. If
your SCSI device is identified by fewer than 16 digits, you must use trailing zeros to fill out the

16 digit lun. Note that if you enter nonzero digits following the digits identifying the SCSI device,
those extra digits might be ignored by your device. It is therefore possible to define multiple EDEVs
that differ only in their rightmost unsupported digits, and the EDEVs will in fact represent the

same SCSI device. (For example, if your device recognizes a 4 digit lun, 5A51888811221122 and
5A51999933443344 would both represent the same device.) This could lead to unintended device
sharing and hence might introduce data-integrity exposures. Always identify your SCSI device by
its actual logical unit number as defined in your storage-area network, padded on the right with
zeros.

ALIAS
specifies that an alias device is to be defined.

PCIFunction rpfid
is the ID of a real PCI function that is associated with an NVMe adapter. Specify the ID as eight
hexadecimal digits. You can omit leading zeros. If an EDEVICE is already associated with the PCI
function, another one is defined. One base device can be defined for roughly each one terabyte of
device capacity. A combination of up to 127 base and alias devices can be defined for a single NVME
PCIe function.

Usage Notes

1. When defining emulated devices to represent real SCSI devices, there should be a one-to-one
relationship between an emulated device and a real SCSI device. All paths defined for an emulated
device should represent paths to the same real SCSI device. If the paths for one emulated device are
associated with more than one real SCSI device, or if more than one emulated device is associated
with the same real SCSI device, then data integrity problems could occur.

2. Path validation for an emulated device occurs when the emulated device is varied online. Any invalid
path will be deleted from the EDEV. A path is considered to be invalid for any of the following reasons:

» The device specified by the FCP_DEVice parameter does not exist.

 The device specified by the FCP_DEVice parameter is not an FCP device.

» The device specified by the FCP_DEVice parameter is an offline FCP device.

« The device specified by the FCP_DEVice parameter is dedicated to a virtual machine.

« The value specified by the WWPN parameter is not a valid world wide port name in your
configuration.

- The value specified by the LUN parameter is not a valid logical unit number for the specified world
wide port name.

3. You can add paths and change the attribute name associated with a SCSI system residence volume
by specifying an EDEVICE statement for it. The EDEVICE statement must specify the path already
associated with the device (passed from SAPL) in order to be valid. By default a SCSI system
residence volume is associated with the general SCSI attributes.
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Devices (LUNs) on an IBM 1750 (DS6000™) storage controller can be configured through any of the
I/0 ports on the controller, but the access times for a given device through different ports can be
different. For a given device, half of the ports will provide faster access times than the other half of
the ports. The channel paths connected to the ports with faster access are called "preferred paths"
for the device, and the remaining channel paths are called "non-preferred paths".

Previous releases of z/VM required knowledge of the preferred/non-preferred value for each path on
a SET EDEV command when using the 1750 attribute. Now, z/VM is able to determine during device
initialization which paths are preferred and which are not, so operands on the SET EDEV command
that explicitly state the preferred/non-preferred value for such a device will be ignored. Preferred
paths will still be given preference over non-preferred paths during the path selection for an I/O
request.

. When using an IBM 2145, a host that has a LUN mapping for a virtual disk will normally be able to

access that virtual disk via any of the ports connected to either of the two nodes in the I/O group
supporting that virtual disk. Each virtual disk has a set of preferred ports. These ports will give slightly
better performance than the ports that are non-preferred. By default, the cache component assigns
ownership of even numbered virtual disks to one node of a caching pair and the ownership of odd
numbered virtual disks to the other node. To provide flexibility, the ownership for a given virtual disk
can be explicitly assigned to a given node when the virtual disk is created. A node that is explicitly
assigned as an owner of a virtual disk is known as the preferred node.

Previous releases of z/VM required knowledge of the preferred/non-preferred value for each path on
a SET EDEV command when using the 2145 attribute. Now, z/VM is able to determine during device
initialization which paths are preferred and which are not, so operands on the SET EDEV command
that explicitly state the preferred/non-preferred value for such a device will be ignored. Preferred
paths will still be given preference over non-preferred paths during the path selection for an I/O
request.

. If an EQID is specified along with the CLEAR parameter, the EQID is ignored and the EDEV is cleared

without setting an EQID.

. When setting an EQID for an EDEV, no other device can have the same EQID assigned to it.

Furthermore, when the device is brought online, if a system-generated EQID can be assigned to
the device, the user-defined EQID will be removed and the system-generated ID will be used.

. If the system cannot generate a unique EQID for this device, CP will issue the following message:

HCPO48E
A unique EQID cannot be generated for EDEV edev based upon the hardware information
provided.

. If the specified EQID has already been assigned to one or more other devices, CP will issue the

following message:

HCPO48E
Specified EQID already assigned to a different device.

For system attached paging EDEVICEs, z/VM has an optimized path for issuing SCSI I/O requests
directly without any simulation overhead. For non-paging EDEVICEs, there is simulation overhead
incurred with every I/0 request. Therefore, it is recommended that EDEVICEs only be used for disks
which are accessed infrequently, such as a system disk used to store z/VM kernel images. z/VM has
industry leading virtualization support for FCP subchannel attachment, which should be considered
the primary approach for configuring any I/O intensive environments.

When configuring a single LUN on an XIV, SVC (2145), or a device incorporating SVC technology (such
as V7000, V840, and V9000) as an EDEVICE, each associated FCP (source) subchannel should be
configured to only one target port (WWPN) of the storage system. In addition, it is recommended that
each (source) FCP subchannel be defined on a different (source) FCP channel path (or CHPID). This
provides for best LUN availability in the event of a link failure.

When you vary on the device, the device attribute is checked dynamically. If the wrong value was set,
the ATTR value will be updated to the correct device attribute. Any further paths added or deleted
using the SET EDEVICE command will require specifying the correct ATTR operand. When setting the
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ATTR operand for non-IBM devices, the above behavior is ignored, and the specifed ATTR value will
be used as the specified device attribute for the emulated device.

Examples

1. To define an emulated device 8181 for a 2105 SCSI device with one path, enter the following:

edev 8181 type fba attr 2105,
fcp_dev 900 wwpn 200400A0B8OBA987 lun 0002000000000000

2. To define an emulated device 4343 for a general SCSI device with two paths, enter the following:

edev 4343 type fba attr scsi,
fcp_dev 800 wwpn 200400A0B8OBA687 lun 0001000000000000,
fcp_dev 801 wwpn 200400A0B8OBA688 lun 0001000000000000

3. To define an emulated device 5004 for a 2145 device with two paths where the LUN is optional on the
second path, enter the following::

edev 5004 type fba attr 2145

fcp_dev 800 wwpn 200400A0B8OBA687 lun 0002000000000000

fcp_dev 801 wwpn 200400A0B8OBA68S

4. Define emulated base devices (OF80, 0F81) and emulated alias devices (OF90, 0F91, 0F92) for a real
PCIe function 00000071 that is associated with an NVMe adapter:

edev f80 type
edev 81 type
edev 90 type
edev 91 type
edev £92 type

fba
fba
fba
fba
fba

attr
attr
attr
attr
attr

nvme
nvme
nvme
nvme
nvme

pcif 00000071
pcif 00000071
alias pcif 00000071
alias pcif 00000071
alias pcif 00000071
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EMERGENCY_MESSAGE_CONSOLES Statement

»— EMERGENCY_MESSAGE_CONSoles rdev
SYSTEM_CONSole

Purpose

Use the EMERGENCY_MESSAGE_CONSOLES statement to define the list of console addresses which CP
notifies when there is a system emergency (for example, an impending abend, shutdown, or dump).
During initialization, CP creates a list of valid emergency consoles from the ones you have defined on this
statement. The maximum number of unique console IDs that you can specify is 100. If CP abends, or if a
software re-IPL occurs, CP sends messages to all the consoles on the list it created.

How to Specify

This statement is optional and you can place it anywhere in the system configuration file. Although you
can include as many statements as needed, we recommend you only specify one. This statement defines
the entire list of consoles that CP uses to notify you of impending abends or other system emergencies.
If you specify more than one statement, CP redefines the list each time and only uses the list of consoles
specified on the very last EMERGENCY_MESSAGE_CONSOLES statement that you specify. CP will not
combine multiple statements into one comprehensive list of consoles.

Operands

rdev
adds the real device number or numbers to the list of CP emergency consoles that are sent emergency
messages. The variable rdev must be a hexadecimal number between X'0000' and X'FFFF', and they
must be locally-attached 3270-type supported displays. (For a complete list of supported 3270-type
displays, see z/VM: General Information.)

SYSTEM_CONSole
adds the system console to the list of consoles that are sent emergency messages. For more
information about how to view the messages that are produced on the system console, see z/VM:
System Operation .

Usage Notes

1. If an IODF statement is defined in the system configuration file with the osconfig parameter
specified, then the software I/0 configuration will be controlled by HCD. In this case, the
EMERGENCY_MESSAGE_CONSoles statement is ignored if it is specified. For more information, see
“IODF Statement” on page 177.

2. SYSTEM 3270, 2250 and 3250 displays are not valid emergency message consoles.

3. If you do not specify an EMERGENCY_MESSAGE_CONSOLES statement, CP sends all emergency
messages to the operator consoles that you listed on the OPERATOR_CONSOLES statement in the
system configuration file before IPL. During IPL, CP checks all the consoles in this list to see if they are
operational. If they are, CP includes them in the list of operator consoles. For more information, see
“OPERATOR_CONSOLES Statement” on page 213.

4. If the CONS=addr or CON=addr parameter was specified on the Stand-Alone Program Loader
(SAPL) panel to specify a console address and this console address is not already specified on the
EMERGENCY_MESSAGE_CONSOLES statement, it is added to the list of emergency message consoles.
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EMERGENCY_MESSAGE_CONSOLES

There will be a total of 101 emergency message consoles if the maximum number of 100 is specified
on the EMERGENCY_MESSAGE_CONSOLES statement and the additional console address is added to
the list.

5. The system console is automatically added to the list of emergency message consoles if it is not
already in the list. For more information about how to view the messages that are produced on the
system console, see z/VM: System Operation.

Examples

1. To have CP send emergency messages to the operator's and system programmer's consoles, use the
following EMERGENCY_MESSAGE_CONSOLES statement:

Emergency_Message_Consoles 0bcO® Obcl /% Oper and SysProg consoles x/
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ENABLE COMMAND / CMD

ENABLE COMMAND / CMD Statement

\4

»— ENable tCOMmand command
CMD —J

Query SUBCmd — subcommand
L Virtual J

Set — SUBCmd — subcommand

E IBMclass — *3
IBMclass — ¢
Purpose

Use the ENABLE COMMAND or CMD statement to permit CP to process requests for the specified CP
command during and after initialization.

You can also permit processing of CP commands after initialization using the ENABLE COMMAND or CMD
commands. For more information, see ENABLE COMMAND / CMD in z/VM: CP Commands and Utilities
Reference.

How to Specify

Include as many statements as needed; they are optional. You can place ENABLE COMMAND or CMD
statements anywhere in the system configuration file. If you specify more than one statement with the
same operands, the last operand definition overrides any previous specifications.

Operands

command
is the name of the command that you are enabling. The variable command is a 1-character to
12-character alphanumeric string.

Query SUBCmd subcommand

tells CP the name of the CP QUERY subcommand that you are enabling. The variable subcommand is a
1-character to 12-character alphanumeric string.

Query Virtual SUBCmd subcommand

tells CP the name of the CP QUERY VIRTUAL subcommand that you are enabling. The variable
subcommand is a 1-character to 12-character alphanumeric string.

Set SUBCmd subcommand
tells CP the name of the CP SET subcommand that you are enabling. The variable subcommand is a
1-character to 12-character alphanumeric string.

IBMclass *
tells CP to enable all versions of the specified command or subcommand. If omitted, IBMCLASS * is
the default.

IBMclass ¢
tells CP to enable a specific version of the specified command or subcommand. The variable ¢ can be
any 1 of the following;:

A
this is a system-control command to be used by the primary system operator.

B
this is a command for operational control of real devices.
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ENABLE COMMAND / CMD

this is a command to alter host storage.

this is a command for system-wide control of spool files.

this is a command to examine host storage.

this is a command for service control of real devices.

this is a general-use command used to control the functions of a virtual machine.
(zero) this command has no specific IBM class assigned.

Usage Notes

1. To load the command processing code into the system execution space, use the CPXLOAD statement
or command. For more information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM:

CP Commands and Utilities Reference.

2. To activate a command while defining the command, use the ENABLE operand of the DEFINE
COMMAND or CMD statement or command. For more information, see “DEFINE COMMAND / CMD
Statement” on page 90. See also DEFINE COMMAND / CMD command in z/VM: CP Commands and
Utilities Reference.

3. To deactivate a CP command:

« To deactivate a CP command while defining it, use the DISABLE operand of the DEFINE COMMAND
or CMD statement or command. For more information, see “DEFINE COMMAND / CMD Statement”
on page 90. See also DEFINE COMMAND / CMD command in z/VM: CP Commands and Utilities
Reference.

» To deactivate a command after defining the command, use the DISABLE COMMAND or CMD
statement or command. For more information, see “DISABLE COMMAND / CMD Statement” on page
124. See also DISABLE COMMAND / CMD in z/VM: CP Commands and Utilities Reference.

4. To change the definition of an existing CP command, use the MODIFY COMMAND or CMD statement or
command. For more information, see “MODIFY COMMAND / CMD Statement” on page 184. See also
MODIFY COMMAND / CMD in z/VM: CP Commands and Utilities Reference.

5. To display the address of the CP command table entry block, the current IBM class, and the current
privilege class for a specified CP command, use the LOCATE CMDBK command. For more information,
see LOCATE CMDBK in z/VM: CP Commands and Utilities Reference.

6. To remove the command processing code from the system execution space, use the CPXUNLOAD
command. For more information, see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

7. For more information about enabling and disabling commands, see Defining and Modifying Commands
and Diagnose Codes in z/VM: CP Exit Customization.

Examples

1. To activate the CP SHUTDOWN command (after a prior DISABLE COMMAND statement had
deactivated it), use the following:

Enable Command shutdown

2. To activate the class <ANY> version of the CP SET PRIVCLASS command (after a prior DISABLE
COMMAND statement had deactivated it), use the following:

Enable Command Set SubCmd privclass IBMclass O
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ENABLE DIAGNOSE

ENABLE DIAGNOSE Statement

»— ENable — DIAGnose ALL

{ diag j
L diagl-diag2 —J

A

Purpose

Use the ENABLE DIAGNOSE statement to permit CP to process requests for one or more locally-
developed DIAGNOSE codes during and after initialization.

You can also permit processing of locally-developed DIAGNOSE codes after initialization using the
ENABLE DIAGNOSE command. For more information, see z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place ENABLE DIAGNOSE statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

ALL
tells CP to enable all existing DIAGNOSE codes.

Note: This operand enables all DIAGNOSE codes: the locally-defined ones, the IBM-supplied ones,
and any supplied by third-party software vendors.

diag

diagl-diag2
is the number of the DIAGNOSE code that you are enabling. Each diag must be a hexadecimal number
between X'0000' and X'03FC' and must be a multiple of 4. You can specify a single DIAGNOSE code, a
range of DIAGNOSE codes, or any combination thereof.

Usage Notes

1. To define a new DIAGNOSE code, use the DEFINE DIAGNOSE statement or CP command. For more
information, see “DEFINE DIAGNOSE Statement” on page 96. See also DEFINE DIAGNOSE in z/VM:
CP Commands and Utilities Reference.

Note: Unless you specify the ENABLE operand of the DEFINE DIAGNOSE statement or command, the
new DIAGNOSE code is initially in a disabled state after being defined.

2. To load the DIAGNOSE processing code into the system execution space, use the CPXLOAD
statement or CPXLOAD CP command. For more information, see “CPXLOAD Statement” on page
76. See also CPXLOAD in z/VM: CP Commands and Utilities Reference.

3. If you do not specify the ENABLE operand, a new DIAGNOSE code is initially in a disabled state after
being defined. CP treats disabled DIAGNOSE codes as if they were never defined. If you try to use a
disabled DIAGNOSE code in a program, CP will give you a program check specification exception.

4. To change the definition of an existing DIAGNOSE code, use the MODIFY DIAGNOSE statement
or command. For more information, see “MODIFY DIAGNOSE Statement” on page 188. See also
MODIFY DIAGNOSE in z/VM: CP Commands and Utilities Reference.
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ENABLE DIAGNOSE

5. To display information about a DIAGNOSE code (status, entry point name, and privilege class) after
initialization, use the QUERY DIAGNOSE command. For more information, see QUERY DIAGNOSE in
z/VM: CP Commands and Utilities Reference.

6. To display the address of the CP DIAGNOSE code table block for a DIAGNOSE code after initialization,
use the LOCATE DGNBK command. For more information, see LOCATE DGNBK in z/VM: CP Commands
and Utilities Reference.

7. To deactivate a DIAGNOSE code after defining it, use the DISABLE DIAGNOSE statement or
command. For more information, see “DISABLE DIAGNOSE Statement” on page 126. See also
DISABLE DIAGNOSE in z/VM: CP Commands and Utilities Reference.

8. To deactivate a DIAGNOSE code while defining it, use the DISABLE operand of the DEFINE
DIAGNOSE statement or command. For more information, see “DEFINE DIAGNOSE Statement” on
page 96. See also DEFINE DIAGNOSE in z/VM: CP Commands and Utilities Reference.

9. To remove the DIAGNOSE processing code from the system execution space, use the CPXUNLOAD
command. For more information, see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

10. Many external security managers (ESMs) do not support DIAGNOSE codes above X'03FC'. For this
reason, CP does not support DIAGNOSE codes above X'03FC'. The DIAGNOSE codes between
X'0000' and X'03FC' are divided as follows:

X'0000' to X'00OFC'

Reserved for IBM use
X'0100' to X'01FC'

Reserved for customer use

X'0200' to X'03FC'
Reserved for IBM use.

11. For more information about user-defined DIAGNOSE codes, see Defining and Modifying Commands
and Diagnose Codes in z/VM: CP Exit Customization.

Examples

1. To have CP enable DIAGNOSE code X'100', use the following:
Enable Diagnose 100

2. To have CP enable all DIAGNOSE codes on your system, use the following:
Enable Diagnose All

3. To have CP enable all locally-defined DIAGNOSE codes, use the following:
Enable Diagnose 100-1fc

4. To have CP enable all locally-defined DIAGNOSE codes, except DIAGNOSE code X'180', use the
following:

Enable Diagnose 100-17c 184-1fc
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ENABLE EXITS

ENABLE EXITS Statement

»— ENable — EXits ALL

t

A

)

L exit _J
exitl-exit2

Purpose

Use the ENABLE EXITS statement to permit CP to call all entry points and external symbols associated
with one or more exit points during and after initialization.

You can also enable CP to call the entry points and external symbols that are associated with an exit
point after initialization by using the ENABLE EXITS command. For more information, see ENABLE EXITS
in z/VM: CP Commands and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place ENABLE EXITS statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

ALL
tells CP to enable all existing CP exit points.
exit
exitl-exit2
is the number of the exit point (or exit points) that you want CP to start using. Each exit must be
a hexadecimal number between X'0000' and X'FFFF'. You can specify a single exit point number, a
range of exit point numbers, or any combination thereof.

Usage Notes

1. To load the exit point code into the system execution space, use the CPXLOAD statement or
command. For more information, see “CPXLOAD Statement” on page 76. See also CPXLOAD in z/VM:
CP Commands and Utilities Reference.

2. To associate one or more entry points or external symbols with a specific exit point and to enable
or disable that exit point, use the ASSOCIATE EXIT statement or command. For more information,
see “ASSOCIATE EXIT Statement” on page 58. See also ASSOCIATE EXIT in z/VM: CP Commands and
Utilities Reference. You can also use the ASSOCIATE EXIT statement to change the entry points and
external symbols that are associated with a specific entry point.

3. If the list of entry points and external symbols associated with this exit point contain any entry
points or external symbols that CP does not know about, CP just ignores them and continues normal
processing. That is, CP will continue to process the other members of the list associated with this exit
point. CP does not ignore an exit point because it cannot find one entry point or external symbol in
the list. CP only ignores an exit point if it cannot find all the entry points and external symbols in the
list.

4. To display whether there are any unknown entry points or external symbols associated with an exit
point, use the QUERY UNRESOLVED command. For more information, see QUERY UNRESOLVED in
z/VM: CP Commands and Utilities Reference.
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ENABLE EXITS

5. To display status and usage statistics information about a specific exit point after initialization, use
the QUERY EXITS command. For more information, see QUERY EXITS in z/VM: CP Commands and
Utilities Reference.

6. To display the address of the CP exit block for a specific exit point after initialization, use the LOCATE
XITBK command. For more information, see LOCATE XITBK in z/VM: CP Commands and Utilities
Reference. Again, if you have not associated one or more entry points or external symbols with the
specified exit point, there is no CP exit block for CP to locate and display. Instead, CP issues error
message HCP2752E.

7. To display the address of the CP indirect call locator block for a specific exit point, use the LOCATE
ICLBK command. For more information, see LOCATE ICLBK in z/VM: CP Commands and Utilities
Reference.

8. To change the definition of an existing dynamic exit point, or remove the exit point from the system,
use the MODIFY EXIT statement or command. For more information, see “MODIFY EXIT Statement”
on page 191. See also MODIFY EXIT in z/VM: CP Commands and Utilities Reference.

9. To stop CP from calling the entry points and external symbols associated with one or more exit
points after defining those exit points, use the DISABLE EXITS command. For more information, see
DISABLE EXITS in z/VM: CP Commands and Utilities Reference.

10. To remove the customer-written CP routines from the system execution space:

a. Use the DISASSOCIATE command to revoke all entry point and external symbol assignments
that were made with the ASSOCIATE EXIT statement or command. For more information, see
DISASSOCIATE in z/VM: CP Commands and Utilities Reference.

b. Use the CPXUNLOAD command to unload the customer-written CP routines. For more information,
see CPXUNLOAD in z/VM: CP Commands and Utilities Reference.

11. For more information about user-defined exit points, see Benefits of using CP exits in z/VM: CP Exit
Customization.

Examples

1. To have CP start using the entry points and external symbols associated with CP Exit 99 after
initialization, use the following:

Enable Exits 99

2. To have CP start using the entry points and external symbols associated with all CP exit points after
initialization, use the following:

Enable Exits All
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ENCRYPT

ENCRYPT Statement

»— ENCRYPT — PAGing OFF ><

r_r ALGORITHM AES256 %
> T
L REQuired _J ALGorithm AES128
E AES192
AES256

Purpose

Use the ENCRYPT statement to specify settings for your system's host level encryption.

How To Specify

The ENCRYPT statement is optional. You can place it anywhere in the system configuration file. If you
specify more than one ENCRYPT statement, the last statement overrides any previous specifications.

Operands

PAGing
indicates the host function modified in this statement is CP paging of guest memory and virtual-disk-
in-storage (VDISK).

OFF
disables host level encryption for the function indicated.

ON
enables host encryption for the function indicated. If the required hardware support is not available,
encryption reverts to OFF and the system IPL continues.

REQUIRED
enables host-level encryption for the function indicated, and locks this setting until the next system
IPL. That is, once you specify REQUIRED, the SET ENCRYPT command cannot be used for this CP
function. If hardware support is not available, the system IPL will fail.

ALGorithm
Specifies the symmetric encryption cipher to be used by this host function. All algorithms currently
supported require a specific level of CPACF (hardware feature 3863) to be enabled for the system. For
more information, see z/VM: Migration Guide.

AES128

AES192

AES256
indicates the Advanced Encryption Standard (AES) algorithm is to be used for this host service, with
CBC block mode. The bit size of the key determines the strength of the encryption to be performed.

Usage Notes

1. By default, host-level encryption is set to OFF.

2. Encryption can be enabled only if the appropriate hardware support exists for your LPAR or CEC. If
ON is specified and the LPAR in which the z/VM system is running is missing such support, an error
message is issued, but IPL continues.
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ENCRYPT

3. REQUIRED should be specified only on systems where appropriate hardware support exists. Specifying
REQUIRED on a system without the appropriate hardware causes the system IPL to fail with a wait-
state condition of HCP1393W.

Therefore, it is recommended that REQUIRED be enabled dynamically (via the SET ENCRYPT
command) rather than specified in the system configuration statement. For environments requiring
100% encryption compliance, this can be accomplished by setting ENCRYPT PAGING ON in the system
configuration file, and then inserting the SET ENCRYPT PAGING REQUIRED command at an early point
in the system IPL process. For example, you can add SET ENCRYPT PAGING REQUIRED to:

« a COMMAND statement in the CP directory for the system operator virtual machine (OPERATOR), or
« the PROFILE EXEC of the AUTOLOG1 virtual machine.

For best practices in specifying the ENCRYPT statement and the SET ENCRYPT command, see Chapter
28, “Device Encryption Planning,” on page 703.

4. The algorithm can be selected at the time of the IPL, or the first time ENCRYPT is enabled on the
system. Once selected, the algorithm cannot be changed until the next system IPL.

5. Enabling encryption will increase CPU utilization relative to the strength of the encryption algorithm
selected. For more information, see Major Factors Affecting Performance in z/VM: Performance.

Examples

To cause the paging data that is stored on CP-owned DASD volumes to be encrypted, use the following
ENCRYPT statement:

ENCRYPT PAGING ON ALGORITHM AES256

To ensure that encryption of paging data is disabled at the time of system IPL, use the following ENCRYPT
statement:

ENCRYPT PAGING OFF

ENCRYPT PAGING OFF is the default setting for z/VM.
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ENFORCE_BY_VOLID

ENFORCE_BY_VOLID Statement

»— ENFORCE_BY_VOLid ON
OFF

Purpose

Use the ENFORCE_BY_VOLid configuration statement to enforce attachment of DASD devices by their
VOLIDs on the ATTACH command.

How to Specify

The ENFORCE_BY_VOLid statement is optional. If you do not specify the statement, CP will not enforce
attachment of DASD devices by their VOLIDs. If you specify the statement more than once, CP will use the
last ENFORCE_BY_VOLid statement entered.

Operands

ON
tells CP to enforce attachment of DASD devices by VOLID only.

OFF
tells CP not to enforce attachment of DASD devices by VOLID only.

Usage Notes

1. When the ENFORCE_BY_VOLID ON statement is specified, the VOLIDs for all DASD devices must be
specified on the CP ATTACH command and the DEDICATE directory statement. For more information,
see “DEDICATE Directory Statement” on page 496. See also ATTACH in z/VM: CP Commands and
Utilities Reference.
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EQUATE

EQUATE Statement

»— EQUate — symbol fs_ysn:mejn

Purpose

Use the EQUATE statement to create nicknames for systems or groups of systems. After creating a
nickname, you can use it as a record qualifier in the system configuration file to limit the scope of the
statement and to group systems that have common properties. This allows you to create generic system
configuration files that can be shared across multiple systems.

How to Specify

Include as many statements as needed; they are optional. You must define a nickname before you use

it, so place your EQUATE statements anywhere in the system configuration file before any statements
using those nicknames. If you specify more than one statement with the same nickname, CP uses the

last statement. CP will not combine multiple statements with the same nickname into one comprehensive

group.

Operands

symbol
is the nickname for a system or group of systems that you are grouping together because they have
similar properties and should therefore be treated the same way when CP processes the system
configuration file. Each symbol is a 1- to 16-character alphanumeric nickname with no imbedded
blanks.

sysname
is the name of the system (or systems) you want included in the specified nickname group. You can
use generic system names to request a specific subset of systems. A generic system name is a 1- to
8-character string with asterisks (*) in place of one or more arbitrary characters and percent signs (%)
in place of exactly one arbitrary character. For example:

Equate yorktown y%tvmx
creates a nickname that includes all systems that start with Y and have TVM as their third, fourth, and

fifth characters.

Usage Notes

1. A sysname must be defined on a SYSTEM_IDENTIFIER statement before it can be included in a
nickname group. For more information, see “SYSTEM_IDENTIFIER Statement” on page 283.

2. You can use multiple names in an EQUATE statement and still distinguish between the systems. For
example:

Equate vm3 sysl sys2 sys4d

creates the nickname VM3 for systems SYS1, SYS2, and SYS4. If you later have statements using these
names:

Sys4d: ..
Sysl: ..
Vm3:
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The statement starting with Sys4: only applies to system SYS4; the statement starting with Sys1:
only applies to system SYS1; and the statement starting with Vm3: applies to systems SYS1, SYS2, and

SYSA4.

Examples

1. If you have five systems set aside for business and five set aside for research, you can use an EQUATE
statement to give each of the two groups a nickname. Then you can use the nicknames as record

qualifiers on other statements in the system configuration file.

For example:
Equate business atlanta boston, /* Define BUSINESS nickname
chicago clevland,
newyork
Equate research maine raleigh, /* Define RESEARCH nickname
rdsysl testsys,
yorktown

Bﬂsiness: Features Disable Set_PrivClass /% Don't let users set
/* their own privilege
/* classes

Résearch: Features Enable Set_PrivClass /* Let users set their
/* own privilege classes

allows the users on the five research systems to change their own privilege classes and allows
the system operator on those system to change the privilege classes of any users logged on those
systems. It also prevents the users and system operators on the five business systems from changing

privilege classes.
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EXTERNAL_SYNTAX Statement

»— EXTERNAL_SYNtax — EPName — epname -»«

Purpose

Use the EXTERNAL_SYNTAX statement to add locally-developed system configuration file statements to
the system without modifying the system configuration file processor, HCPZSC ASSEMBLE.

How to Specify

Include as many statements as needed; they are optional. You can place EXTERNAL_SYNTAX statements
anywhere in the system configuration file, as long as they appear before the first invocation of the new
configuration file statement. If you specify more than one statement with the same operands, the last
operand definition overrides any previous specifications.

Operands

EPName epname
tells CP the name of the external symbol that identifies the start of your syntax definition. This would
be the label that is generated or coded on the HCPDOSYN macro which defines the syntax of your
locally-developed system configuration file statement.

Usage Notes

1. If your locally-developed system configuration file statement has the same name (or minimum
abbreviation) as a system configuration file statement shipped by IBM, your statement will override
the existing statement.

Examples

1. To define and use your own system configuration file statement during initialization, use the following:

CPXLoad tttsyn text a /* Load the module */
Temporary, /* ... in case we must unload it later */

NoControl, /* ... to unload without more checking */

Nodelay, /* ... load immediately from parmdisk */

Lock /* ... make sure all of it is in storage =*/

/* if it is > 4K. (Not necessary, */

/* unless you are paranoid, like me!) x/

/* Let us hook into the front of the standard syntax definitions */

External_Syntax EPname tttsyntx

In this example, the module TTTSYN contains your syntax tree, which starts at label TTTSYNTX. This
example shows how you would get CP to load the module and make CP consider its additional syntax
during initialization.
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FEATURES Statement

»— FEATURES { AUTO_IPL ,—lu
\—|AUTO_IPL_AFTER_RESTart |—J

\—|AUTO_IPL_AFTER_SHUTDOWN_REIPL |—J

~—| DISCONNECT_TIMEout |—»

ENABLe
MAXUsers
- PASSWORDS_ON_CMDs |——
RETRieve
|\ J
VDISK
AUTO_IPL
»— AUTO_IPL CLEAN ><
coLD <
FORCE — NOENABLE —
WARM

M—— DRAIN —

M NOAUTOLOG —

—— NODIRECT —~

AUTO_IPL_AFTER_RESTART

»— AUTO_IPL_AFTER_RESTART CLEAN >«
COLD
FORCE

A

—— NOENABLE —
WARM

M—— DRAIN —

M NOAUTOLOG —
~—— NODIRECT —~

AUTO_IPL_AFTER_SHUTDOWN_REIPL

A

»— AUTO_IPL_AFTER_SHUTDOWN_REIPL CLEAN
CoLD E
FORCE —— NOENABLE ——

WARM DRAIN

M NOAUTOLOG —

—— NODIRECT —~

DISable
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»— DISable

ADJUNCTs

FEATURES

»d

AUTO_WARM_IPL

CLEAR_TDisk —— @

CPCHECKing ————

CROSS_SYSTEM_TIMEouts ——
—EDYNamic_i/o j—»
DYNamic_io

IPL_MESSAGEs

LOGMSG_FROM_File

—— NEW_DEVices_initialized_when_added —

PAGING_ALIAS

PAGING_HPF —MMM

PCI

PROMPt AFTER_RESTart —
—— PROMPt AFTER_SHUTDOWN_REIPL —

RECOVERY_BOOST

SET_DEVices
ﬁ SET_DYNamic_i/o j—
SET_DYNamic_io
fM———————— SET_PRIVclass ——

M STP Timestamping ————

M—————— STP_TIMEZohe ———

STP_TZ

fM—— THROTTLE_ALL ——

M UNRESPONSIVE_PROCESSOR_DETECTION —
M———— VALIDATE_SHUTDOWN ———

M—— XRC_OPTional ——

- XRC_TEST J

L)

DISCONNECT_TIMEout

»— DISCONNECT_TIMEout tnnnnnnj—n
OFF

ENABle
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A

»— ENABle {

ADJUNCTs

AUTO_WARM_IPL

CLEAR_TDisk

ABEND
/- CPCHECKing [ I

L VMSTOP J

CROSS_SYSTEM_TIMEouts

DYNamic_ifo
L DYNamic_io —J

N IPL_MESSAGEs 1

M LOGMSG_FROM_File
J_ SHOW_ACCount — No

L SHOW_ACCount — Yes

j

J
f_ SHOW_ACIgroup — No T
L J

SHOW_ACIgroup — Yes

I_ SHOW_Userid — No

L SHOW_Userid — Yes J

NEW_DEVices_initialized_when_added

PAGING_ALIAS

PAGING_HPF

PCI

PROMPt AFTER_RESTart

f——— PROMPt AFTER_SHUTDOWN_REIPL ——F—

RECOVERY_BOOST

SET_DEVices

I SET_DYNamic_i/o 1
L SET_DYNamic_io J

SET_PRIVclass

STP_Timestamping

STP_TIMEZone

STP_TZ

THROTTLE_ALL
M——— UNRESPONSIVE_PROCESSOR_DETECTION ———

VALIDATE_SHUTDOWN

XRC_OPTional

N XRC_TEST 4

>4

MAXUsers
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E MAXUsers — NOLimit 3
MAXUsers — nnnnn

FEATURES

PASSWORDS_ON_CMDs

<
<

»»— PASSWORDS_ON_CMDs

f_ AUTOLog — No T

»d

f_ LINK — No

L AUTOLog — Yes

L)

L LINK — Yes

-
J

‘ J—LOGon—NoT |

L LOGon — Yes

Notes:

1 You must specify at least one operand.

J

RETRieve

<
<

J

»d

»— RETRieve 1 (

L DEFault — nnn
I_ MAXimum — 7
L MAXimum — nnn J

Notes:

1 You must specify at least one operand.

1|

VDISK

A

..
T Lo

Userlim M nnnnnnnnnn

.

fM———— nnnnnnnM —

Infinite

Blks

J

nnnnG

Purpose
Use the FEATURES statement to set certain attributes

of the system at system initialization.
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How to Specify

Include as many statements as needed; they are optional. You can place FEATURES statements anywhere
in the system configuration file. If you specify more than one statement with the same operands, the last
operand definition overrides any previous specifications.

Attention: If the FEATURES statement contains a reference to an unsupported feature, the entire
FEATURES statement is rejected. If you have a FEATURES statement for a more advanced level of
z/VM, but you IPL an earlier level of z/VM that does not support the advanced feature, the entire

FEATURES statement is rejected. A better practice is to use one FEATURES statement per feature.
In this way, only the single FEATURES statement with the unsupported feature would be rejected.

Operands

AUTO_IPL
defines the kind of start to be performed when the system is initialized. The system will be started
without prompting the system operator and without changing the TOD clock.

AUTO_IPL_AFTER_RESTart
defines the kind of start to be performed when the system is initialized after a system restart. The
system will be restarted without prompting the system operator and without changing the TOD clock

AUTO_IPL_AFTER_SHUTDOWN_REIPL
defines the kind of start to be performed when the system is initialized after a SHUTDOWN REIPL. The
system will be restarted without prompting the system operator and without changing the TOD clock.

CoLD
tells CP to perform a cold start. This will purge all spool files, accounting records, error recording
records, symptom records, and the system log message. System data files will not be purged.

If spooling errors that could result in the loss of system data files (NSS, DCSS, TRF, IMG, UCR,
NLS) are encountered, the system operator will be prompted and given the opportunity to stop. If
no spooling errors are encountered, the system operator will not be prompted and there will be no
opportunity to stop.

CLEAN
tells CP to perform a clean start. This will purge all spool files, system data files, accounting
records, error recording records, symptom records, and the system log message. The system
operator will not be prompted and there will be no opportunity to stop.

FORCE
tells CP to perform a force start. If spooling errors are encountered, the spool files and system
data files in error will be purged. The system operator will not be prompted and there will be no
opportunity to stop.

WARM
tells CP to perform a warm start. If spooling errors are encountered, the system operator will be
prompted and given the opportunity to stop.

NOENABLE
tells CP not to enable terminal access after system initialization.

DRAIN
tells CP to drain unit-record devices after system initialization.

NOAUTOLOG
tells CP to bypass automatic logon of virtual machines after system initialization.

NODIRECT
tells CP to bring up the system without a User Directory.

DISable
disables the following system attributes during IPL. Except as noted, each option is initially disabled
until enabled using the ENABLE operand.

ADJUNCTSs
tells CP not to allow adjunct virtual machine support. The default is to enable adjunct support.
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AUTO_WARM_IPL
tells CP to go through all the usual prompts in the IPL process.

CLEAR_TDisk
tells CP to clear only cylinder O or the first eight blocks on the temporary minidisk when it
detaches the minidisk. The default for automatic clearing is ON.

CPCHECKing
tells CP that internal CP checking is not to be executed.

CROSS_SYSTEM_TIMEouts
specifies that timeouts detected at the device and logical link level within the ISFC
inter-system communications component are ignored. Also, in an SSI cluster environment,
CROSS_SYSTEM_TIMEOUTS specifies that missing or late heartbeat signals between members
in the SSI cluster are ignored. Disabling CROSS_SYSTEM_TIMEOUTS prevents the SSI member
from recognizing unresponsive member systems and from initiating normal error recovery.

This option is intended for use in diagnostic situations only—typically, when running members of
an SSI cluster as z/VM guests, in which a member might be stopped for long periods of time

when using the CP TRACE command or similar facilities to debug code within the CP nucleus or a
CPXLOADed nucleus extension. Without this option in effect, manual commands such as SET SSI
DOWN, DEACTIVATE ISLINK, and ACTIVATE ISLINK might be required to restore proper operation.

In order to join an SSI cluster, a member's CROSS_SYSTEM_TIMEOUTS setting (either ENABLE
CROSS_SYSTEM_TIMEOUTS or DISABLE CROSS_SYSTEM_TIMEQUTS) must be the same as that of
the first member who joined; a nonconforming member is not permitted to join the cluster.

DYNamic_i/o
DYNamic_io
tells CP not to allow dynamic I/O changes on this processor.

IPL_MESSAGESs
tells CP not to display IPL or SHUTDOWN messages or prompts during system initialization.

If IPL_MESSAGES are disabled and spooling errors are encountered during an automatic WARM or
COLD IPL, wait state HCP2516W will be issued.

LOGMSG_FROM_File
tells CP not to look for any LOGMSG files on disk. Instead, CP should use information from
the class B CP SET LOGMSG command. For more information, see SET LOGMSG in z/VM: CP
Commands and Utilities Reference.

NEW_DEVices_initialized_when_added
tells CP to create a real device control block (RDEV) for a new I/0 device, but not to initialize (bring
online) that device when your system receives an I/O machine check (IOMCK) for adding a new
device to the system. To bring the device online, use the CP VARY (Real Device) command. For
more information, see VARY (Real Device) in z/VM: CP Commands and Utilities Reference.

PAGING_ALIAS
tells CP not to use HyperPAYV aliases for paging and not to give the system operator the ability to
use the CP SET PAGING command to affect the usage of HyperPAV aliases for paging. For more
information, see SET PAGING in z/VM: CP Commands and Utilities Reference.

To consolidate paging subsystem options, it is recommended that you use the PAGING ALIAS
statement in the system configuration file rather than using the PAGING_ALIAS operand on the
FEATURES statement.

PAGING_HPF
tells CP not to use transport-mode channel programs for paging and not to give the system
operator the ability to use the CP SET PAGING command to affect the usage of transport-mode
channel programs for paging. For more information, see SET PAGING in z/VM: CP Commands and
Utilities Reference.

To consolidate paging subsystem options, it is recommended that you use the PAGING HPF
statement in the system configuration file rather than using the PAGING_HPF operand on the
FEATURES statement.
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PCI
is ignored and has no effect. PCI functions are always allowed to come online to the system for
use.

PROMPt AFTER_RESTart
tells CP not to force a prompt to the operator when CP bounces.

PROMPt AFTER_SHUTDOWN_REIPL
tells CP not to force a prompt to the operator when CP is performing a SHUTDOWN REIPL.

RECOVERY_BOOST
requests that CP not use the System Recovery Boost machine facility. The System Recovery
Boost allows z/VM to boost general purpose processors, running as subcapacity, to full capacity
for up to 60 minutes during z/VM system initialization and workload bring-up, and for up to 30
minutes during workload quiesce, system shutdown, and system abend processing. The default is
to enable the facility.

SET_DEVices
tells CP not to allow users to execute CP SET DEVICES commands to change the way the way CP
handles specific real devices after initialization. For more information, see SET DEVICES in z/VM:
CP Commands and Utilities Reference.

SET_DYNamic_i/o

SET_DYNamic_io
tells CP not to allow users to execute CP SET DYNAMIC_I/O commands to enable or disable
CP's ability to dynamically change the processor's I/0O configuration after initialization. For more
information, see SET DYNAMIC_I/0O in z/VM: CP Commands and Utilities Reference.

SET_PRIVclass
tells CP not to give end users the authority to use the CP SET PRIVCLASS command to change
their own privilege classes, and tells CP not to give the system operator the authority to use the
CP SET PRIVCLASS command to change the privilege classes of users logged on to the system. For
more information, see SET PRIVCLASS in z/VM: CP Commands and Utilities Reference.

STP_Timestamping
tells CP not to enable the STP protocol for timestamping purposes.

STP_TIMEZone / STP_TZ
tells CP not to enable the STP protocol in order to obtain timezone information automatically from
the STP server.

THROTTLE_ALL
tells CP to allow throttling of ALL devices on the system except CP OWNED DASD.

UNRESPONSIVE_PROCESSOR_DETECTION
specifies that detection of unresponsive processors will not occur on second level systems. A
common cause of an unresponsive processor is that it is looping continuously and is no longer
doing productive work. If the master processor is unresponsive, the system will appear hung and
unlikely to be able to process commands. Disabling unresponsive processor detection prevents
the CP from recognizing an unresponsive master or non-master processor and from initiating
normal error recovery, which could be to restart the unresponsive processor or could be to abend
the system.

This option is intended for use in diagnostic situations when running as a second level system
where CP might be stopped for long periods of time when using the CP TRACE command

or similar facilities to debug code within the CP nucleus or a CPXLOADed nucleus extension.
Virtual processors that aren't being traced could run enough to recognize the traced processor is
being unresponsive. Specifying DISABLE UNRESPONSIVE_PROCESSOR_DETECTION only affects
CP when it is running second level; when running first, this specification is ignored.

VALIDATE_SHUTDOWN
tells CP that the SYSTEM operand on the SHUTDOWN command is not required. This is the
default.
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XRC_OPTional
tells CP not to allow non-timestamped I/O to be issued whenever STP is in an unsynchronized
state.

XRC_TEST
tells CP not to timestamp I/O when CP is running as a virtual machine guest.

DISCONNECT_TIMEout nnnnnn
sets the interval between a forced disconnect of a virtual machine and its logoff to the specified
number of minutes. The default is 15 minutes.

DISCONNECT_TIMEout OFF
disables the automatic logoff of a virtual machine that is forcibly disconnected.

ENABle
enables the following system attributes during IPL. Except as noted, each option is initially disabled
until it is enabled.

ADJUNCTs
tells CP to allow adjunct virtual machine support if authorized and defined in the user directory
entry for that virtual machine. This is the default setting for this feature.

AUTO_WARM_IPL
tells CP to attempt a warm start without changing the TOD clock. If there is no warm start data,
if the TOD clock is not set, or if spooling errors are encountered, CP will prompt the operator for
more information.

CLEAR_TDisk
tells CP to automatically clear all previously written data and directory areas on TDISK DASD
space. CP will change TDISK DASD space to binary zeros during CP initialization, when attaching
a CP-owned volume that contains TDISK allocations, and when a user detaches a TDISK minidisk.
By clearing this space, you prevent users from accidentally accessing old temporary disk space
and provides your system with additional security. The default for automatic clearing is ON.

CPCHECKing
tells CP to activate internal CP checking to confirm assertions established in the CP code and take
the appropriate action based on whether ABEND or VMSTOP is specified.

ABEND
Indicates that an abend should occur. Whether it is a hard abend or a soft abend is controlled
by the specific assertion case. It is typically a hard abend. This is the default when internal CP
checking is activated.

VMSTOP
This parameter is permitted only when CP is itself running in a virtual machine, and is generally
useful only for debugging CP. Specifying this parameter causes CP to issue DIAGNOSE code
X'8' when an untrue assertion is encountered, specifying a command string length of zero. This
causes the virtual machine to stop and for CP to post a read to the console. A message is
sent to the console (using DIAGNOSE code X'8' and the CP MESSAGE * command) providing
information about the cause of the stop.

CROSS_SYSTEM_TIMEouts
specifies that timeouts caused by device and logical link failures within the ISFC inter-system
communications component are treated as errors. Also, in an SSI cluster environment,
CROSS_SYSTEM_TIMEOQUTS causes error processing to occur for missing or late heartbeat signals
between members.

This option is the default setting and is what should be used in a production environment in order
to ensure that the ISFC collection or SSI cluster reacts properly to network and member failures.

In order to join an SSI cluster, a member's CROSS_SYSTEM_TIMEOUTS setting (either ENABLE
CROSS_SYSTEM_TIMEOUTS or DISABLE CROSS_SYSTEM_TIMEQUTS) must be the same as that of
the first member who joined; a nonconforming member is not permitted to join the cluster.
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DYNamic_i/o
DYNamic_io
tells CP to allow dynamic I/O changes on this processor.

IPL_MESSAGEs
tells CP to display IPL or SHUTDOWN messages and prompts during system initialization (the
default).

LOGMSG_FROM_File
tells CP to display the contents of the SYSTEM LOGMSG file on the lowest accessed CP disk. You
can optionally choose to have CP read and display additional files at a user's terminal using one or
more of the following operands:

SHOW_ACCount No
(the default) tells CP not to display a file called accountid LOGMSACC (accountid is the account
ID of a specific user) in response to a CP QUERY LOGMSG command.

SHOW_ACCount Yes
tells CP to display a file called accountid LOGMSACC (accountid is the account ID of a specific
user) in response to a CP QUERY LOGMSG command.

SHOW_ACIgroup No
(the default) tells CP not to display a file called acigroup LOGMSACI (acigroup is the ACI group
of a specific user) in response to a CP QUERY LOGMSG command.

SHOW_ACIgroup Yes
tells CP to display a file called acigroup LOGMSACI (acigroup is the ACI group of a specific
user) in response to a CP QUERY LOGMSG command.

SHOW_Userid No
(the default) tells CP not to display a file called userid LOGMSUSR (userid is the user ID of a
specific user) in response to a CP QUERY LOGMSG command.

SHOW _Userid Yes
tells CP to display a file called userid LOGMSUSR (userid is the user ID of a specific user) in
response to a CP QUERY LOGMSG command.

For more information about the CP QUERY LOGMSG command, see QUERY LOGMSG in z/VM: CP
Commands and Utilities Reference.

NEW_DEVices_initialized_when_added
tells CP to automatically create a real device control block (RDEV) and initialize (bring online) the
associated I/0 device when you add a new device, causing an I/O machine check (IOMCK).

PAGING_ALIAS
tells CP to use HyperPAV aliases when supported by the target paging device and to give the
system operator the ability to use the CP SET PAGING command to affect the usage of HyperPAV
aliases for paging. For more information, see SET PAGING in z/VM: CP Commands and Utilities
Reference.

PAGING_HPF
tells CP to use transport-mode channel programs when supported by the target paging device and
to give the system operator the ability to use the CP SET PAGING command to affect the usage of
transport-mode channel programs for paging. For more information, see SET PAGING in z/VM: CP
Commands and Utilities Reference.

For optimal use of HPF, it is recommended that you do not have a mixed environment of HPF-
capable and non-HPF-capable channel paths to a paging device.

PCI
is ignored and has no effect. PCI functions are always allowed to come online to the system for
use.

PROMPt AFTER_RESTart
tells CP to force a prompt to the operator when CP bounces, so that REIPL can be stopped or the
type of start desired (WARM, FORCE, etc.) can be specified.
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PROMPt AFTER_SHUTDOWN_REIPL
tells CP to force a prompt to the operator when CP is performing a SHUTDOWN REIPL, so that
REIPL can be stopped or the type of start desired (WARM, FORCE, etc.) can be specified.

Note that in this case, the user will not be prompted to change the Time of Day (TOD) clock.

RECOVERY_BOOST
requests that CP use the System Recovery Boost machine facility. The System Recovery Boost
allows z/VM to boost general purpose processors, running as subcapacity, to full capacity for up
to 60 minutes during z/VM system initialization and workload bring-up, and for up to 30 minutes
during workload quiesce, system shutdown, and system abend processing. The default is to
enable the facility.

SET_DEVices
tells CP to allow users to execute CP SET DEVICES commands to change the way the way CP
handles specific real devices after initialization. For more information, see SET DEVICES in z/VM:
CP Commands and Utilities Reference.

SET_DYNamic_i/o

SET_DYNamic_io
tells CP to allow users to execute CP SET DYNAMIC_I/O commands to enable or disable CP's
ability to dynamically change the processor's I/O configuration after initialization. For more
information, see SET DYNAMIC_I/0 in z/VM: CP Commands and Utilities Reference.

SET_PRIVclass
tells CP to give end users the authority to use the CP SET PRIVCLASS command to change their
own privilege classes, and tells CP to give the system operator the authority to use the CP SET
PRIVCLASS command to change the privilege classes of users logged on to the system. For more
information, see SET PRIVCLASS in z/VM: CP Commands and Utilities Reference.

STP_Timestamping
tells CP to enable the STP protocol (if the STP facility is installed) and apply timestamps to all
XRC-capable DASD devices.

STP_TimeZone / STP_TZ
tells CP to enable the STP protocol (if the STP facility is installed) and obtain timezone information
automatically from the STP server.

THROTTLE_ALL
tells CP to allow throttling of ALL devices on the system including CP OWNED DASD.

UNRESPONSIVE_PROCESSOR_DETECTION
specifies that detection of unresponsive processors occurs. A common cause of an unresponsive
processor is that it is looping continuously and is no longer doing productive work. If the master
processor is unresponsive, the system will appear hung and unlikely to be able to process
commands. Detection of unresponsive processors is the default and allows CP to initiate normal
error recovery, which could be to restart the unresponsive processor or could be to abend the
system.

VALIDATE_SHUTDOWN
tells CP to require the user to specify the SYSTEM operand on the SHUTDOWN command.

XRC_OPTional
when STP_Timestamping is also enabled, this will allow non-timestamped I/0 to be issued
whenever STP is in an unsynchronized state, as opposed to deferring I/O until STP synchronization
completes.

XRC_TEST
tells CP to timestamp I/0 regardless of STP availability. This option is meant only for vendor and
testing purposes, and can only be specified for systems running within a virtual machine.

MAXusers NOLimit

(the default) tells CP that the number of users who can log on at one time is not limited by the
installation. Therefore, the system-defined limit of 99,999 logged on users is the maximum number
allowed.
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MAXusers nnnnn
defines the maximum number of users who can log on to the system at one time. The variable nnnnn
is a decimal number from 1 through 99999.

PASSWORDS_ON_CMDs
tells CP whether to accept passwords in the command syntax (in clear text) when users issue the CP
AUTOLOG, XAUTOLOG, LINK, or LOGON commands. If the setting is NO, CP accepts the command
only without the password, then prompts the user for the password and masks the input field.

AUTOLog No
(the default) tells CP to not accept passwords entered by users who are issuing the CP AUTOLOG
or XAUTOLOG command.

AUTOLog Yes
tells CP to accept passwords entered by users who are issuing the CP AUTOLOG or XAUTOLOG
command. For AUTOLOG, users must enter the password as part of the command.

LINK No
(the default) tells CP to not accept passwords entered by users who are issuing the CP LINK
command.

LINK Yes
tells CP to accept passwords entered by users who are issuing the CP LINK command.

LOGon No
(the default) tells CP to not accept passwords entered by users who are issuing the CP LOGON
command.

LOGon Yes
tells CP to accept passwords entered by users who are issuing the CP LOGON command.

For more information, see AUTOLOG, XAUTOLOG, LINK, and LOGON in z/VM: CP Commands and
Utilities Reference.

RETRieve
defines the default and maximum number of retrieve buffers allowed per user on your system. These
numbers determine how many console input lines a user can retrieve. Before retrieving a buffer,
users must define a program function (PF) key as a retrieve key, using the CP SET PFnn RETRIEVE
command. After defining a retrieve key, users can press that PF key when they want to retrieve a
command that they issued previously. For more information, see SET PFnn RETRIEVE in z/VM: CP
Commands and Utilities Reference.

DEFault nnn
tells CP to define nnn default retrieve buffers per user on your system. The variable nnn is a
decimal number from 0 to 255. If omitted, the default is 7.

Note: The number of default retrieve buffers must be less than or equal to the number of
maximum retrieve buffers.

MAXimum nnn
tells CP to define nnn maximum retrieve buffers per user on your system. The variable nnn is a
decimal number from 0 to 255. If omitted, the default is 7.

VDISK

VDSK
defines installation defaults for the system and user limits on the maximum amount of host storage
available for allocation as virtual disks in storage. If an installation default is not defined, CP uses a
built-in default.

You can supersede the installation or built-in default by using the CP SET VDISK command to set
the current system limit or user limit. The DEFAULT operand on the SET VDISK command resets the
current limit to the installation default, or, if none is defined, to the built-in default. The CP QUERY
VDISK command displays current and default system and user limits. For more information, see
QUERY VDISK and SET VDISK in z/VM: CP Commands and Utilities Reference.
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Note: Use of virtual disks in storage increases the load on system paging, so you should set limits in
proportion to the availability of paging space.

Syslim
sets the total resource available for allocating virtual disks in storage on the system.

If an installation default is not defined, CP calculates the built-in default from the available host
storage. It takes 2050 non-pageable pages of page and segment data tables to support each
gigabyte of address space for virtual disks in storage. The limit is set so these non-pageable
structures can consume no more than 1/4 of the DPA pages. The limit is further reduced, if
necessary, so the virtual storage pages used for address spaces for virtual disks in storage can
consume no more than 1/4 of the total available paging space.

Userlim
sets the maximum resource available for virtual disks in storage created by a single user using
the CP DEFINE command. This limit does not apply to virtual disks in storage defined by MDISK
statements in the directory. If an installation default is not defined, the built-in default is 0.
Infinite
indicates all available host real storage may be allocated to virtual disks in storage up to the limit
of 2147483648 512-byte blocks.
nnnnnnnnnn Blocks
nnnnnnnnnn Blks
specifies the number of 512-byte blocks of storage available for virtual disks in storage. If the
number specified is equal to or greater than 2147483648, the limit is set to INFINITE.
nnnnnnnM
specifies the number of megabytes of storage available for virtual disks in storage. If the number
specified is equal to or greater than 1048576, the limit is set to INFINITE.

nnnnG
specifies the number of gigabytes of storage available for virtual disks in storage. If the number
specified is equal to or greater than 1024, the limit is set to INFINITE.

Usage Notes

1. A Warning: When enabling or disabling a new feature in the system configuration file, it is
recommended to add a separate FEATURES statement on a new line rather than including the
new option on an existing FEATURES statement. This will avoid issues with existing FEATURES
statements when IPLing a CPLOAD module that does not include support for the new option.
For more information, see “Adding New Operands to Existing Statements” on page 54.

2. If an IODF statement is defined in the system configuration file, then the hardware I/O configuration
will be controlled by HCD. In this case, the following FEATURES statements are ignored if they are
specified:

- FEATURES ENABLE DYNAMIC_I/O

- FEATURES ENABLE DYNAMIC_IO

- FEATURES ENABLE SET_DYNAMIC_I/O
« FEATURES ENABLE SET_DYNAMIC_IO

« FEATURES DISABLE DYNAMIC_I/O

« FEATURES DISABLE DYNAMIC_IO

« FEATURES DISABLE SET_DYNAMIC_I/O
- FEATURES DISABLE SET_DYNAMIC_IO

If the osconfig parameter is specified on the IODF statement, then the software I/O configuration
will be controlled by HCD. In this case, the following FEATURES statements are ignored if they are
specified:

« FEATURES ENABLE SET_DEVICES

Chapter 6. The System Configuration File 165



FEATURES

10.

11.

12.

13.

166 z/VM

» FEATURES DISABLE SET_DEVICES

For more information, see “IODF Statement” on page 177.

. FEATURES ... SET_PRIVCLASS sets the parameters for the CP SET PRIVCLASS command, which

general users can use to change their privilege classes to be all or a subset of the classes specified
in their virtual machine definitions. For more information, see SET PRIVCLASS in z/VM: CP Commands
and Utilities Reference.

. At logon, CP gives each user enough storage for the default number of retrieve buffers. If users

want to retrieve more than the default number of console input lines, they can use the CP SET
RETRIEVE command to increase their number of retrieve buffers to some number less than or equal
to the maximum number of retrieve buffers that you are defining for the system using this FEATURES
statement. To find out the maximum number of retrieve buffers allowed on a running system, users
can issue the CP QUERY RETRIEVE command. For more information, see QUERY RETRIEVE and SET
RETRIEVE in z/VM: CP Commands and Utilities Reference.

. If you enable AUTO_WARM_IPL and no warm start data has been saved, or if invalid warm start data

is encountered, CP will only ask the operator whether it should try a FORCE start instead.

. If you enable AUTO_WARM_IPL in the system configuration file and you want to go through the full

series of prompts during the IPL, you can specify the PROMPT keyword as part of the IPL parameters
on the Stand-Alone Program Loader (SAPL). For more information, see Passing IPL Parameters in
z/VM: System Operation.

. To change whether new devices are initialized when they are added to the system after IPL, use

the CP SET NEW_DEVICES command. For more information, see SET NEW_DEVICES in z/VM: System
Operation.

. To allow users to dynamically change a device's I/O configuration after IPL, you must specify the

ENABLE DYNAMIC_I/0 operand on the FEATURES statement in the system configuration file or you
must issue the CP SET DYNAMIC_I/O ON command after IPL. If you do not turn this function on
either during or after IPL, CP will reject all attempts to dynamically change the I/O configuration. This
means that CP rejects the following dynamic I/O commands:

DEFINE CHPID DEFINE CU DEFINE DEVICE
DELETE CHPID DELETE CU DELETE DEVICE
MODIFY CHPID MODIFY CU MODIFY DEVICE
DEFINE PATH DEFINE CNTLUNIT DEFINE IODEVICE
DELETE PATH DELETE CNTLUNIT DELETE IODEVICE
MODIFY PATH MODIFY CNTLUNIT MODIFY IODEVICE
QUERY CONFIGMODE QUERY DYNAMIC_I/O
SET CONFIGMODE SET DEVICES SET DYNAMIC_I/O

. To change whether I/O operations from guest operating systems can be limited (or controlled)

after IPL, use the CP SET DEVICES command. For more information, see SET DEVICES in z/VM: CP
Commands and Utilities Reference.

Because the SYSLimit does not apply during system initialization, it is possible to find more LAN
segments in the system than the number defined as the system limit.

Although the PASSWORDS_ON_CMDs operand can be set to prevent passwords from being entered
with the commands (in clear text) on the terminal screen, passwords may still be included on the
command line by REXX execs using the DIAG() and DIAGRC() functions. If you require access security
without the possibility of passwords being stored in clear text, you should consider installing an
external security manager (ESM).

In order to use the STP_Timestamping feature, STP must be set up on the Central Processor Complex
(CPC), where the CPC is either a member of an STP-only Collaborative Timing Network (CTN) or a
stratum 2 or higher member of a mixed CTN. In order to use the STP_TIMEZone / STP_TZ feature, STP
must be set up on the CPC, and the CPC must be a member of an STP-only CTN.

The ENABLE and DISABLE options control attributes during IPL. This is defined as an IPL from
the HMC. These attributes might not apply during CP bounce processing (that is, as initiated by
the SHUTDOWN REIPL command, or restarting after an abend). For example, if you disable the
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FEATURES

AUTO_WARM_IPL attribute, you will be prompted for the type of start you want to perform and given
the opportunity to change the TOD clock, but only if you have IPLed from the HMC.

14. An ADJUNCT statement must exist in the user's directory entry (for example, ADJUNCT CMSADJ) to
authorize that user to create an adjunct configuration. This statement must specify a valid template
definition for the requested adjunct machine. The USER definition for the adjunct template must have

the NOLOG option specified.

15. The FEATURES DISABLE/ENABLE ADJUNCTS setting can be overridden by the SET ADJUNCTS

OFF/ON command.

Examples

1. To have CP:

Enable all log message support

Allow end users and the operator to issue the SET PRIVCLASS command

Clear all temporary disk space after users are through with it

Allow operators to dynamically change the I/0 configuration

Prompt the operator for startup information after a software restart (bounce)

Allow operators to limit the I/O operations from guest operating systems

Initialize new devices when they are added to the system

Disable the automatic warm start feature

Give users a default of 7 retrieve buffers and let them go up to a maximum of 255 buffers

Allow an unlimited number of users to be logged on at one time
Prompt users for passwords on the CP AUTOLOG, XAUTOLOG, and LOGON commands, but not the CP

LINK command

Set the installation default system limit on space for virtual disks in storage to '32GB' and the

installation default user limit to 800 blocks

use the following FEATURES statement:

R Features Statement ------------------------ */
Features,
Enable,

Logmsg_From_File, /* Allow log messages from files */
Show_ACCount Yes, /* If account logmsg exists, show it */
Show_ACIgroup Yes, /*x If acigroup logmsg exists, show it */
Show_Userid Yes, /* If userid logmsg exists, show it %/

Set_Privclass, /* Let the SET PRIVCLASS command be

executed. If this option is disabled,
then the SET PRIVCLASS command is not
allowed. */

Clear_Tdisk, /* Clear all temporary disk space after

use */
Dynamic_I/O, /* Allow dynamic I/0 changes on this
system */

Prompt_on_Bounce, /* If CP bounces, prompt operator for

startup conditions */

Throttling, /* Allow people to limit I/O0 from guests x/

New_Devices_Initialized_when_Added, /* Initialize devices if we get

Disable,

an IPI I/0 machine check */

Auto_Warm_Ipl, /* Do not perform Auto_Warm_IPL's, let
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operator see the CP start-up message

prompts and time message */

/* Set some additional features ... %/
Retrieve,

Default 7, /* Give each user 7 default retrieve buffers */

Maximum 255, /* Set the maximum system buffers per user to 255 %/
MaxUser NolLimit, /* Don't set a maximum number of user limit */
Passwords_On_Cmds,

AutolLog No, /* Prompt user for password on AUTOLOG command x/

Link Yes, /* Do not prompt for password on LINK command */

Logon No, /* Prompt user for password on LOGON command */
Vdisk,

Syslim 32G, /* Set total virtual disks in storage to 32GB */

Userlim 800 Blks, /% User can define max 800 blocks using DEFINE x*/

[iseocmosnaccscsnacsaos End of Features Statement -------------------- */
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FORM_DEFAULT Statement

CONSole — STANDARD
1 ( [ 1 J
»— FORM_DEFault >4
L CONSole — formname —J
I_ PRINTer — STANDARD T
L PRINTer — formname —j
r PUNch — STANDARD T
L PUNch — formname J
r READer — STANDARD T
L READer — formname —j
Notes:
1 You must specify at least one of the following operands.

Purpose

Use the FORM_DEFAULT statement to define default user form names for CP to use when it creates files
on virtual printers, virtual punches, virtual consoles, or real card readers.

How to Specify

Include as many statements as needed; they are optional. You can place FORM_DEFAULT statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

CONSole formname
defines the default user (and, implicitly, operator) forms for virtual console spool files. If omitted, the
default is STANDARD.

PRINTer formname
specifies the default user form for virtual printer spool files. If omitted, the default is STANDARD.

PUNch formname
specifies the default user form for virtual punch spool files. If omitted, the default is STANDARD.

READer formname
specifies the default user (and, implicitly, operator) forms for files created on a real card reader. If
omitted, the default is STANDARD.

Examples

1. To have CP use the form name STANDARD for the console, printer, punch, and reader user form names,
use the following FORM_DEFAULT statement:
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Form_Default, /* Set up user form defaults */
Console STANDARD, /* so they are all set to */
Printer STANDARD, /* the default ... STANDARD */

Punch STANDARD,
Readex STANDARD
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HOT_IO_RATE Statement

(— Default j
»— HOT_IO_Rate ALL >«
DASD —— Off —
Graf “— nnnnn —/
rdev

M— rdev-rdev —

M—— SPecial —

SWCH

M SWitch ——

TApe
M— TErminal —

M Unit_record —

Purpose

Use the HOT_IO_RATE statement to define the maximum number of consecutive, unsolicited interrupts
per second that CP should allow from an I/O device (the hot I/O rate) before refusing to accept input from
it.

How to Specify

Include as many statements as needed; they are optional. You can place HOT_IO_RATE statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

ALL
tells CP to define the hot I/0 rate for all devices in the active I/O configuration.

DASD
tells CP to define the hot I/O rate for all DASDs in the active I/O configuration.

Graf
tells CP to define the hot I/0 rate for all graphic display devices in the active I/O configuration.

rdev
tells CP to define the hot I/O rate for a device at a specific real device number in the active I/O
configuration. The variable rdev must be a hexadecimal number between X'0000' and X'FFFF'.

rdev-rdev
tells CP to define the hot I/O rate for devices in a range of specific real device numbers in the active
I/0 configuration. Each rdev must be a hexadecimal number between X'0000' and X'FFFF'.

SPecial
tells CP to define the hot I/O rate for all special devices (3088s, CTCAs, 37x5s) in the active I/O
configuration.

SWCH

SWitch
tells CP to define the hot I/0 rate for all switching devices in the active I/O configuration.
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TApe
tells CP to define the hot I/O rate for all tape drive devices in the active I/O configuration.
TErminal
tells CP to define the hot I/O rate for all terminals in the active I/O configuration.
Unit_record
UR
tells CP to define the hot I/0 rate for all unit record devices in the active I/O configuration.
Default
tells CP to use the default rate of 16 unsolicited interrupts per second for the specified device or
devices.
Ooff

turns hot I/O detection off and tells CP to accept all unsolicited interrupts for the specified device or
devices.

Attention: We do not recommend that you specify the OFF operand to turn off the hot

I/0 detection for a device or devices for any length of time. Hot I/O detection protects CP
from broken hardware that floods the system with unsolicited interrupts. If you turn hot I/O
detection off, you may experience performance degradation or a system abend.

nnnnn

tells CP how many unsolicited interrupts per second to accept for the specified device or devices

before CP stops accepting input from the device or devices. The variable nnnnn is a decimal number
from 1 to 62500.

Usage Notes

1. If an IODF statement is defined in the system configuration file with the osconfig parameter specified,
then the software I/O configuration will be controlled by HCD. In this case, the HOT_IO_Rate
statement is ignored if it is specified. For more information, see “IODF Statement” on page 177.

2. CP processes HOT_IO_RATE statements sequentially for each device before bringing it online. For
example, if you specify:

Hot_IO_Rate DASD 100
Hot_IO_Rate 200-300 50

CP accepts 100 unsolicited interrupts per second for all DASD and 50 unsolicited interrupts per
second for all devices with real device numbers between 200 and 300, inclusive. If there are any DASD

defined in the 200-300 real device number range, those DASD will have an unsolicited interrupt rate of
50, not 100.

Attention: We do not recommend that you specify the OFF operand to turn off the hot

I/0 detection for a device or devices for any length of time. Hot I/O detection protects CP
from broken hardware that floods the system with unsolicited interrupts. If you turn hot I/O
detection off, you may experience performance degradation or a system abend.

4. If you need to change the hot I/0 rate after IPL, use the CP SET HOTIO command. To check the current
hot I/O rates, use the CP QUERY HOTIO command. For more information, see SET HOTIO and QUERY
HOTIO in z/VM: CP Commands and Utilities Reference.

Examples

1. To specify a global unsolicited interrupt rate of 100 for all I/O devices, override the global rate
for all DASDs, and override the global DASD rate for a specific range of DASD, use the following
HOT_IO_RATE statements:

Hot_IO0_Rate All 100 /* Set rate for all devices to
make sure none affect the
system too much. */
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HOT_IO_RATE

Hot_IO_Rate DASD 200 /* Allow DASD a few more errors */
Hot_IO0_Rate 0280-028f 50 /* Third party DASD string */
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IMBED Statement

S W O A

Purpose

Use the IMBED statement to tell CP to imbed a file into the main system configuration file during an IPL.
All imbedded files must reside on the same disk as the main system configuration file.

How to Specify

Include as many statements as needed; they are optional. You can place IMBED statements anywhere in
the main system configuration file and in any files that are imbedded into the main system configuration
file. You can nest imbedded files as deep as you like.

Operands
fn

is the file name of the file you want imbedded. An = tells CP to imbed a file with the same file name.

ft
is the file type of the file you want imbedded. An = tells CP to imbed a file with the same file type.

Usage Notes

1. If you specify a file name or file type of -SYSTEM-, CP uses the name of the system being IPLed as that
file name or file type. For example, if your system name is VMSYS3 and you have the following IMBED
statement in your system configuration file:

Imbed -system- config

CP looks for a file named VMSYS3 CONFIG on the parm disk. If found, CP imbeds the file and
processes the statements within it. If CP does not find the file, the IMBED statement fails and CP
continues processing with the statement after the IMBED.

2. An imbed will not succeed if the -SYSTEM- variable is included and no system name
exists to replace it. This situation arises when you do not specify SYSTEM_IDENTIFIER and
SYSTEM_IDENTIFIER_DEFAULT statements in the system configuration file before the IMBED
statement.

3. This statement will not accept imbed loops. If the system configuration file includes an imbed of the
file SAMPLE CONFIG, and the SAMPLE CONFIG file includes an imbed of the file SAMPLE2 CONFIG,
then CP will generate an error message if the SAMPLE2 CONFIG file tries to imbed the SAMPLE
CONFIG file.

Examples

1. If you list your RDEVICE statements in a file separate from the master system configuration file, you
can use the following IMBED statement to include the RDEVICE statements:

Imbed zxdev config /* Pull in RDEVICE statements */

2. If you have several systems with similar system configuration files, you can use the IMBED statement
to create a master system configuration file that contains the common statements and imbed files
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that contain the system-specific statements. For example, suppose you had three systems (BOSTON,
MAINE, and NEWYORK) that had very similar system configuration files with the following exceptions:

- BOSTON lets end users change their privilege classes
« MAINE wants to manually answer all the prompts during an IPL
« NEWYORK limits the number of logged on users to 1000.

You can create a main system configuration file with the following IMBED statement:

Imbed -system- config /* Pull in the system-specific
information */

Each of the three systems has a copy of this main system configuration file and each has a system-
specific configuration file. For example, on the BOSTON system, there is a file called BOSTON CONFIG
which contains the following statement:

Features Enable Set_PrivClass /* Let the users and the system
operator change command
privilege classes */

On the MAINE system, there is a file called MAINE CONFIG which contains the following statement:

Features Disable Auto_Warm_IPL /* Perform manual IPLs %/

And on the NEWYORK system, there is a file called NEWYORK CONFIG which contains the following
statement:

Features MaxUsers 1000 /* Do not let more than
1000 users log on */

Note: You can also process system-specific information without using the IMBED statement. You can
use the EQUATE statement to set up nicknames for systems and use those nicknames in the main
system configuration file to limit the scope of the statements they preface. For more information, see
“EQUATE Statement” on page 151.

In the previous example, you could have defined nicknames for the three systems and used those
nicknames to preface the FEATURES statements:

Eduate Marketing  boston
Equate University maine

Equate Research newyork

Mérketing: Features Enable Set_PrivClass
University: Features Disable Auto_Warm_IPL
Research: Features MaxUsers 1000
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INIT_MITIME Statement

»— INIT_MITime — ss >«

Purpose

Use the INIT_MITIME statement to change the MITIME (the time interval at which a device is checked for
missing interrupts) that is in effect during device initialization at system IPL time.

How to Specify

The INIT_MITIME statement is optional. Since there is only one MITIME value used at IPL time, there
should never be a need for more than one INIT_MITIME statement. However, if you specify more than
one INIT_MITIME statement, CP uses the value from the last statement. If no INIT_MITIME statement is
specified, CP uses the default value of 15 seconds.

Operands

ss
is the time interval in seconds at which the device should be examined for missing interrupts. The
number of seconds specified must be a value from one to 60, and the value is rounded up to the next
multiple of five seconds.

Usage Notes

1. Lowering the initialization MITIME value below the default value of 15 seconds may cause certain
devices to not come online during IPL due to timeout errors. These devices may be able to be brought
online with the VARY ON command after the IPL has completed.

2. When using the INIT_MITIME statement to raise the MITIME value, take into consideration the fact
that this could result in a slower IPL due to CP waiting longer for I/O interrupts to come in from
devices.

Examples

1. To set the initialization MITIME to 45 seconds, use the following INIT_MITIME statement:

Init_Mitime 45
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IODF Statement

»d

»— IODF IODFxx <
[ R I U J
* osconfig
L SYSTEM_CONSole J L SYSTEM_3270 J

Purpose

Use the IODF statement to indicate that HCD will be used to control the I/O hardware and/or software
configuration.

How to Specify

The IODF statement is optional. If specified, it must contain at least the IODFxx operand to indicate the
filename of the production IODF from which configuration information will be read.

You can place the IODF statement anywhere in the system configuration file. Only the first IODF
statement that is found in the system configuration file is honored. If additional IODF statements are
specified, they are ignored.

Operands

IODFxx
specifies the filename of the production IODF to be used. IODF is a constant value and xx is a
variable that consists of two hexadecimal numbers. The filetype of the specified production IODF is
not specified in the statement, but must be PRODIODF. This file must be located on the PMAINT CFO
disk (the same disk where the SYSTEM CONFIG file resides) at system IPL time.

specifies that the filename of the production IODF to be used is the one currently stored in the
hardware configuration token in the HSA. The filename must be in the form of IODFxx and the filetype
that will be used with that filename is PRODIODF. This file must be located on the PMAINT CFO disk
(the same disk where the SYSTEM CONFIG file resides) at system IPL time.

Note: In order for this to be used, the hardware configuration token must contain the name of the
production IODF file (in the form of IODFxx) in the descriptor field 2 portion of the token.

osconfig
specifies the OS configuration ID of the VM I/0 configuration that is defined in the IODF. If specified,
this configuration is used to build the software view of the I/O configuration, and the statements that
are normally used in the system configuration file to build this view are ignored.

SYSTEM_CONSole
specifies that the Operating System Messages panel on the IBM Hardware Management Console
(HMC) can serve as a system operator console. This can only be specified when an OS configuration ID
is specified.

SYSTEM_3270
specifies that the integrated 3270 console on the HMC can serve as a system operator console. This
can only be specified when an OS configuration ID is specified.

Usage Notes

1. If an error occurs during the processing of an IODF statement which would result in the system coming
up without the I/O configuration being defined as expected, then CP will enter a disabled wait state.
This wait state could occur for any of the following reasons:

the specified IODF name is not valid

Chapter 6. The System Configuration File 177



IODF

the IODF could not be opened

the IODF could not be read

the data in the IODF was not valid

an osconfig name was specified, but no matching OSR record was found in the IODF

2. Once an IODF statement has been processed in the system configuration file, HCD is in control of the
hardware and/or software I/O configuration. Because of this, any system configuration file statements
that affect the I/O configuration are nullified. Any of these statements occurring prior to the IODF
statement (meaning they have already been processed) are undone, and any of these statements
which occur after the IODF statement are ignored. The following list shows the I/O configuration
statements that are always undone or ignored, as well as which I/O configuration statements are only
undone or ignored when HCD is controlling the software configuration (i.e. when an osconfig name has
been specified):

- IODF

« FEATURES DISABLE/ENABLE DYNAMIC_IO

« FEATURES DISABLE/ENABLE SET_DYNAMIC_IO

« RDEVICE (if osconfig name specified)

« DEVICES ACCEPTED/NOTACCEPTED (if osconfig name specified)

« DEVICES DYNAMIC_I/O/NOTDYNAMICI/O (if osconfig name specified)

« DEVICES OFFLINE_AT_IPL/ONLINE_AT_IPL (if osconfig name specified)
« DEVICES SENSED/NOTSENSED (if osconfig name specified)

« DEVICES SHARED/NOTSHARED (if osconfig name specified)

« HOT_IO_RATE (if osconfig name specified)

« OPERATOR_CONSOLES (if osconfig name specified)

« EMERGENCY_MESSAGE_CONSOLES (if osconfig name specified)

« FEATURES DISABLE/ENABLE SET_DEVICES (if osconfig name specified)

3. Once a system is IPLed with HCD in control of the I/O configuration, there is a one-way mechanism
to take that control away from HCD and give it back to VM. The DISABLE HCD command provides this
one-way escape from having HCD control the I/O configuration. It will shut down HCD's capabilities for
the rest of the current IPL, and will attempt to give VM the capability to dynamically change the I/O
configuration through its dynamic I/O command interface.

Examples

1. To have HCD control only the hardware I/O configuration, as specified in the IODFO1 PRODIODF
production IODF file, use the following IODF statement in the system configuration file:

IODF IODFO1

2. To have HCD control both the hardware and software I/O configuration, as specified in the IODF02
PRODIODF file (which contains the CONFIGO4 operating system configuration), use the following IODF
statement in the system configuration file:

IODF IODFO2 CONFIGO4

3. To have HCD control both the hardware and software I/O configuration, as specified in the IODF02
PRODIODF file (which contains the CONFIGO04 operating system configuration), and to have the system
console as a possible operator console, use the following IODF statement in the system configuration
file:

IODF IODFO2 CONFIGO4 SYSTEM_CONSOLE
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JOURNALING

1
»— JOURNALing —»

A 4

<
<

ﬁ FACility — OFF — SET_AND_Query — OFF ﬁ

I— FACility — OFF T J_ SET_AND_Query — OFF T J

L FACility — ON J L SET_AND_Query — ON —j

|

LINK Operands

LINK Operands

1
»— LINK —»

I LOGON Operands I J

&
<

»g
P4

A 4

ACCount — After — 2 — Attempts

:

J
ACCount — After — nnn
L Attempts J

J— DISable — After — 10 — Attempts

—

|

h MESSage — After — 5 — Attempts — To — OPERATOR

|

L DISable — After — nnn L

Attempts

1

LOGON Operands

TESSage After — nnn L J To — userid J
MSG J Attempts

»d
»4
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»— LOGON 1—>

&
<

(— CCount — After — 2 — Attempts ﬁ
A »d
J

ACCount — After — nnn L J
Attempts
LOCKout options

h MESSage — After — 3 — Attempts — To — OPERATOR ﬁ

ﬂESSage After — nnn L J To — userid
MSG J Attempts
f— VM_LOGO — After — 4 — Attempts j
L VM_LOGO — After — nnn L J J
Attempts

Y

-

LOCKout options

ﬁ LOCKout — After — 10 — Attempts — For — 60 — Minutes ﬁ
L LOCKout — After — nnn L J For — mmm L J J
Attempts Minutes

Notes:

1 You must specify at least one operand.

Purpose

Use the JOURNALING statement to tell CP whether to include the journaling facility, whether to enable
the system being initialized to set and query the journaling facility, and what to do if someone tries to log
on to the system or link to a disk without a valid password.

How to Specify

Include as many statements as needed; they are optional. You can place JOURNALING statements
anywhere in the system configuration file. If you specify more than one statement with the same
operands, the last operand definition overrides any previous specifications.

Operands

FACility OFF

tells CP to disable the journaling facility for this system. This is the initial setting.
FACility ON

tells CP to enable the journaling facility for this system.

SET_AND_Query OFF

tells CP to prevent people from using the CP SET and QUERY commands to set and query the
journaling function for this system.

SET_AND_Query ON
tells CP to allow people to use the CP SET and QUERY commands to set and query the journaling
function for this system.
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LINK
tells CP that you want to define what should happen when users try to link to a minidisk with the
wrong password. These settings only apply to a single user ID for a single logon session.

ACCount After nnn Attempts
tells CP to generate a type 06 accounting record after someone tries nnn times to use a CP LINK
command with an invalid password and to generate a type 06 accounting record each time that
person issues a subsequent CP LINK command with an invalid password. The variable nnnis a
decimal number from 0 to 255. If omitted, the default is ACCOUNT AFTER 2 ATTEMPTS.

DISable After nnn Attempts
tells CP to disable the CP LINK command for a user that tries nnn times to use the CP LINK
command with an invalid password. The variable nnn is a decimal number from 1 to 255. If
omitted, the default is DISABLE AFTER 10 ATTEMPTS.

MESSage After nnn Attempts To userid

MSG After nnn Attempts To userid
tells CP to send a message to a specific user ID when a user tries nnn times to use the CP LINK
command with an invalid password. If the specified userid is disconnected or logged off, CP sends
the message to the system operator. The variable nnn is a decimal number from 0 to 255. If
omitted, the default is MESSAGE AFTER 5 TO OPERATOR.

LOGON

tells CP that you want to define what should happen when users try to log on with the wrong
password.

ACCount After nnn Attempts
tells CP to generate a type 04 accounting record after someone tries nnn times to log on with
an invalid password and to generate a type 04 accounting record each time that person issues a
subsequent CP AUTOLOG, LOGON, or XAUTOLOG command with an invalid password. The variable
nnn is a decimal number from 0 to 255. If omitted, the default is ACCOUNT AFTER 2 ATTEMPTS.

LOCKout After nnn Attempts For mmm Minutes
tells CP to issue an error message to the terminal, lock the terminal, and lock the user ID after
someone tries (unsuccessfully) more than nnn times to log on to a specific user ID or terminal. No
one can log on to that user ID or use that terminal for mmm minutes; anyone who tries receives
another error message. The variable nnn is a decimal number from 1 to 255 and the variable mmm

is a decimal number from 0 to 255. If omitted, the default is LOCKOUT AFTER 10 ATTEMPTS FOR
60 MINUTES.

MESSage After nnn Attempts To userid

MSG After nnn Attempts To userid
tells CP to send a message to a specific user ID when a user tries more than nnn times to log
on to a user ID with an invalid password. If the specified userid is disconnected or logged off, CP
sends the message to the system operator. The variable nnn is a decimal number from 0 to 255. If
omitted, the default is MESSAGE AFTER 3 ATTEMPTS TO OPERATOR.

VM_LOGO After nnn Attempts
tells CP to display a new VM logon screen and allow a new logon sequence to be started after
someone tries more than nnn times to log on with an invalid password from a single terminal.

The variable nnnis a decimal number from 1 to 255. If omitted, the default is VM_LOGO AFTER 4
ATTEMPTS.

Examples

1. To have CP:
- Enable the journaling facility
« Allow the QUERY and SET journaling commands to be issued

- Send a message to the operator after someone tries 3 times to log on with the wrong password and
after someone tries 5 times to link to a minidisk with the wrong password
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JOURNALING

- Generate a type 04 accounting record after someone tries 5 times to log on with the wrong password

(and to generate a type 04 accounting record for each subsequent attempt)

« Generate a type 06 accounting record after someone tries 6 times to link to a minidisk with the

wrong password

« Display a new logo screen on a terminal after someone tries 7 times to logon with the wrong

password

 Lock a terminal and user ID for 10 minutes after someone tries 9 times to log on with the wrong

password

« Disable the LINK command for a specific user ID for the rest of their logon session when they try to

link to a minidisk 8 times with the wrong password
use the following JOURNALING statement:

Journaling,
Facility on,
Set_and_Query on,
Logon,

Message after
Account after
VM_Logo after
Lockout after
Link,
Message after
Account after
Disable after

o o Ol O g oTw

/* Set Up Journaling Facility */
/* Turn On Journaling */
/* Allow Set & Query Journaling Commands */
/* Set Up Logon Journaling Values */
attempts to operator,

attempts,

attempts,

attempts for 10,

/* Set Up Link Journaling Values */
attempts to operator,

attempts,

attempts

182 z/VM: 7.3 CP Planning and Administration



LOGO_CONFIG

LOGO_CONFIG Statement

»— LOGO_CONfig — fn — ft »«

Purpose
Use the LOGO_CONFIG statement to specify the file name and file type of a logo configuration file.

How to Specify

The LOGO_CONFIG statement is optional. Because there is only one logo configuration file, you need only
one LOGO_CONFIG statement. If you specify more than one LOGO_CONFIG statement, CP uses the last
one specified. You can place LOGO_CONFIG statements anywhere in the system configuration file.

If you do not specify a LOGO_CONFIG statement, CP looks for a file named LOGO CONFIG on the parm
disk. If this file does not exist on the parm disk, CP uses the information in HCPBOX ASSEMBLE to build
the logos.

Operands
fn

is the file name of the logo configuration file.

ft
is the file type of the logo configuration file. This file must be on the same disk as the system
configuration file.

Usage Notes

1. If you specify a file name or file type of -SYSTEM-, CP uses the name of the system being IPLed as
that file name or file type. For example, if your system name is VMSYS3 and you have the following
LOGO_CONFIG statement in your system configuration file:

Logo_Config -system- config

CP looks for a file named VMSYS3 CONFIG on the parm disk.

2. CP will not read a logo configuration file if the -SYSTEM- variable is included and no system
name exists to replace it. This situation arises when you do not specify SYSTEM_IDENTIFIER and
SYSTEM_IDENTIFIER_DEFAULT statements in the system configuration file before the LOGO_CONFIG
statement.

Examples

1. To have CP read a logo configuration file called LOGO CONFIG during IPL, use the following
LOGO_CONFIG statement:

Logo_Config logo config
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MODIFY COMMAND / CMD

MODIFY COMMAND / CMD Statement

CMD

v

command

A 4

M Query
|

J

L J SUBCmd — subcommand
Virtual

Set L _J
SUBCmd — subcommand

IBMclass — *

> L J RESET
IBMclass — ¢ M EPName — name —— M SILENT —

) 4

M———PRIVCLASSANY —— ~— NOTSILENT —

— PRIVclasses — classes —

SILENT
L NOTSILENT —J

Purpose

Use the MODIFY COMMAND or CMD statement to redefine an existing CP command on the system during
initialization. For more information about specifying generic command names, see Usage Note “1” on
page 186.

You can also redefine an existing CP command after initialization using the MODIFY COMMAND or
MODIFY CMD commands. For more information, see MODIFY COMMAND / CMD in z/VM: CP Commands
and Utilities Reference.

How to Specify

Include as many statements as needed; they are optional. You can place MODIFY COMMAND or CMD
statements anywhere in the system configuration file. If you specify more than 1 statement with the same
command or subcommand name, CP uses only the first statement. Subsequent MODIFY COMMAND or
CMD statements do not redefine the command.

Operands

command
is the name of the existing CP command that you are overriding. The variable command is a 1-
character to 12-character alphanumeric string.

Query
tells CP that you are overriding a CP QUERY command.

Virtual
tells CP that you are overriding a CP QUERY VIRTUAL subcommand.

SUBCmd subcommand
is the name of the CP QUERY subcommand that you are overriding. The variable subcommand is
a 1-character to 12-character alphanumeric string. For more information about specifying generic
subcommand names, see Usage Note “1” on page 186.
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MODIFY COMMAND / CMD

Set
tells CP that you are overriding a CP SET command.

SUBCmd subcommand
is the name of the CP SET subcommand that you are overriding. The variable subcommand is a
1-character to 12-character alphanumeric string. For more information about specifying generic
subcommand names, see Usage Note “1” on page 186.

IBMclass *
tells CP to redefine all versions of the specified command or subcommand. If omitted, IBMCLASS * is
the default.

IBMclass ¢
tells CP to redefine a specific version of the specified command or subcommand. The variable ¢ can
be any 1 of the following:

A

this is a system-control command to be used by the primary system operator.

B
this is a command for operational control of real devices.

this is a command to alter host storage.

this is a command for system-wide control of spool files.
this is a command to examine host storage.

this is a command for service control of real devices.

this is a general-use command used to control the functions of a virtual machine.

0
(zero) this command has no specific IBM class assigned.

RESET
tells CP to stop using the customer-written CP command and return to using the existing CP command
that was shipped with the z/VM product.

EPName name
tells CP the name of the entry point that contains the code to process the command. The variable
name must be a 1-character to 8-character string. The first character must be alphabetic or one of
the following special characters: dollar sign ($), number sign (#), underscore (_), or at sign (@). The
rest of the string can be alphanumeric characters, the four special characters ($, #, _, and @), or any
combination thereof.

PRIVCLASSANY
tells CP that users with any privilege class can issue the command that you are redefining.

PRIVclasses classes
tells CP that only users with 1 or more of the specified privilege classes can issue the command that
you are redefining. Whatever you specify on this operand will replace the current privilege classes.
The variable classes is 1 or more privilege classes in the range A through Z, 1 through 6, or an asterisk
(*). Privilege class * indicates all privilege classes (A-Z and 1-6).

Note: If you want more than one privilege class, specify your classes in one string of characters.
Do not separate the classes with blank spaces. For example, specify "privclasses abcl123", not
"privclasses a b ¢ 1 2 3"

SILENT
tells CP that the responses from the command you are redefining can be suppressed by invoking
it using the SILENTLY command. For more information, see SILENTLY in z/VM: CP Commands and
Utilities Reference.
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