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45 (Official) Years of Virtualization:

How z/VM has evolved over 50 years to grow with your business needs

Brian Hugenbruch Wilhelm Mild
IBM z/VM Dev Lab Endicott IBM R&D Lab Germany
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Agenda

* VM — today - THE global virtualization for IBM Z
* VM — beginnings - CP-67 and VM/370
= VM — mascot - the teddy bear history

» Hosting: VM — it's more than virtualization - Profs, Rexx, Pipelines — life as a CMS application
developer

» Hosting: VSE - the lovely haven with many happy customer experiences
» Hosting: Linux —where Linux could multiply like rabbits
» Global virtualization — Disk, Virtual Switch, SSI, Clouds in a Box

» Tomorrow’s virtualization started 45 years ago and continuous today and tomorrow with your needs

2 © 2017 IBM Corporation



IBM z/VM 6.4

» A release born from customer feedback
—z Systems Business Leaders Council (zBLC)
— SHARE dialogues
—IBM internal T3s (Teach the Teacher)

= Prioritizations set by customers and adjusted by IBM resources and skills

» TWo major areas:
— Technical enhancements that continue to improve TCO and bring direct value
— Improved quality of life for z/VM system programmers

= New Architecture Level Set (ALS)
—z196 and z114 or newer
—Drops z10 EC and BC support

3 © 2017 IBM Corporation



Major Waves of Technology (or, the more things change ...)

Confluence of Social, Mobile,
Cloud, Big Data / Analytics

; P "\, World Wide Web
e e o Client Server and eBusiness
Back Office PC - 1981
Computing
yJ7a y71 y74 R\
7”7 /4 7”7 A4 >
60’s 80’s 90’s We are here
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Early VM Family

CP-4D0 / CMS

sResearch Based
o194 - 19k7

CP-E7 / CMS

esAligned with System/3k0 Model L7 - Start of Dynamic
Address Translation (DAT)

«196k7 - 19E8

CP/CMS

eDelivered as Type-III Code
«19k& - 197¢

VM/370

sPart of the System/370 Advanced Function Announce -
August 2. 1972

esDelivered as Type-I Code

5 © 2017 IBM Corporation



CP-67/CMS releases
1967-1972

= May 1968: Version 1 was released to eight installations
—It was made available as part of the IBM Type-IlI Library in June
—Two time-sharing businesses were launched based on the resale of CP-67/CMS: National CSS
and IDC
—These ventures drew attention to the viability of CP-67/CMS, the S/360-67, and virtual memory
—As of April 1969 CP-67/CMS had been installed at fifteen sites

= June 1969: Version 2 was released

= November 1971: Version 3.1 was released, capable of supporting sixty CMS users on a S/360-67
(included the 15t “Wheeler Scheduler”)

» Early 1972: Version 3.2 was released, a maintenance release with no new functions
—CP-67 was now running on 44 processors, ¥ of which were inside IBM

6 © 2017 IBM Corporation



CP-67 (remember when things weren’t entirely virtual?)

1967-1972

IBM 2540

i

[

IBM 2741
System/360 Model 67 IBM 1052

M 2780

IBM 2314 IBM 2311

“DAT box”

University of Newcastle Upon Tyne
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Which brings us to VM/370
The original 3 page announcement letter!

Data Pr ing Division Program Announcement

SYSTEM/370 MODELS
SCF 5749.010

Virtusl Machine Facility/370 (VM/I70) is
Control for Systam/ 370
135, 145, 155 11, 158, 165 || and 168.
It major functions ane:
. Multiple concurrent virtusl machines with
wvirtual storage swpport.
. Tima sharing support provided by a comver-
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Enlities ard additeonal virtual torage-based functiont,
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« Customens not yet large encugh to utilize TS0 and
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MMMMM

ma

Multiple Concurrent Virtusl Machines
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wopon 1 Mwm_mumuum
Each terminal user appess 1o have
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virtual machines |

The eapability of running multiple virtusl machines
should

ther, and pr backup
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Tiema Sharing
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suitsbla for gerersl problem solving and @rogram
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Langusge Support for CMS.
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VM/370 — 5749-010 Release 1 content

» S/370 was announced in June 1970, but these were not announced as being virtual storage capable

= Virtual storage for S/370 was announced on August 2, 1972 with OS/VS, DOS/VS, VM/370
—VM/370 R1 was available in November 1972 with support for the S/370-135 and S/370-145

—VM/370 R1 ICR1 (Independent Component Release) was planned for April 1973 with support for the S/370-155 Il and
S/370-158 and CTCs

—VM/370 R1 ICR2 was planned for August 1973 with support for the S/370-168 and CMS Batch
—VM/370 R1 ICR3 was planned for December 1973 with support for the S/370-165 II

» Remote Spooling Communications Subsystem (RSCYS)
— CPREMOTE did not provide a complete inter-system file transfer solution
— SCNODE was built a replacement using a subsystem supervisor called MSUP and the early network was called SCNET
— With VM/370, enhancements were made to the spool and hypervisor to add interfaces for a more robust solution
 The TAG command and interfaces provided routing information in the spool files
— The RSCS component of VM/370 was released in 1975
— RSCS was enhanced to support the NJE protocols and was released as the VNET PRPQ in 1976, which later became
the RSCS V1 product

— VNET was the name of the internal network and BITNET was the name of the external academic network, both of which
used RSCS

© 2017 IBM Corporation



Evolving VM Product Family

1960s 1972 1980 1981 1984 1990 1995 2001 2007 2017...

VM/370

VM/ESA

RDRLIST, FILELIST

(VM/SP 2) Pipelines
Rexx (VM/SP 3) (v1.1.1, 1990)

First Security Certification
(DoD C2, 1988)
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SHARE, VM, and the teddy bear mascot history

» The MVS Group had the turkey as their mascot
—Changed in the early 1980s to the eagle

= At SHARE 60 in 1983 the VM Group
decided to identify newcomers with yellow
stickers and old timers with blue stickers,
but no one could remember which was
which

= Carol Jobusch bought a few hundred teddy
bear stickers to identify the “warm, cuddly”
old timers, and a mascot was born!

11 © 2017 IBM Corporation
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Virtual Machine Technology with z/VM - more than partitioning

= A Virtual Machine simulates the existence of a dedicated real machine, including processor functions, storage, and

input/output resources.

= Accounting of virtual resources (CPU, I/O, Network,...)

—

Apache Firewall DB2 Samba
servers Selvers UDB file/print

servers
Linux Linux Linux Linux

1/0 and Network

Memory

= |BM Z provides the unique capability to run hundreds of Virtual servers on one machine
» Resource sharing and virtualization are key features and provide unmatched flexibility

—Virtual

—Real

12

© 2017 IBM Corporation



PROFS

= Late in 1981, IBM released the PROFS PRPQ, which had been developed jointly by AMOCO and IBM
= THE collaboration tool that was born within the Virtualization innovations

= Many releases were made available (1983-1997), some of which were:
—PROFS V1R1 was released in June 1983
—PROFS V2R1 was released in December 1985
—PROFS Extended Mail, supporting
connections to the Internet, was
released in December 1987
— OfficeVision/VM (aka PROFS V3)
was released in October 1989

OfficeVision/VM Main Menu

= By 1987, there were said to be a
million PROFS users outside IBM,
and IBM itself had become heavily 2 -
dependent on PROFS 5684064 (©) Copuright 18 F8 Help  PF1Z End

» There are customers using OV/VM today!

Mail Waiting

13 © 2017 IBM Corporation



REXX

Huge success — innovation with virtualization automation in mind:

REXX (originally REX) was designed and first implemented as an ‘own-time’ project between March 20, 1979 and mid-1982
by Mike Cowlishaw of IBM, originally as a scripting programming language to replace the languages EXEC and EXEC 2

Distributed internally over VNET, REX was quickly
adopted across the internal IBM VM community

REXX was also intended by its creator to be a
simplified and easier to learn version of the PL/I
programming language

It was first described in public at the SHARE 56
conference in Houston, Texas in 1981 where customer
reaction, championed by Ted Johnston of SLAC, led to it
being shipped in VM/SP R3

The success led to the port of REXX to multiple platforms and exists today with
modern technologies being Object Oriented and automates large virtualized enterprises

14
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z/NVM Version 3

»V3.1 announced 2000-10-03, GA 2001-02-23, EOS 2005-12-31
—Enabling 64-bit guest operating systems
—Real storage constraint relief
—Native FlashCopy support for Enterprise Storage Server
—Announced as part of the zSeries announcements with the z900, z/OS, and
z/VSE
—Last MLC version of VM

15 © 2017 IBM Corporation
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z/VSE Strategy bases on z/VM Mode LPAR with Linux on z

Hybrid Environment leveraging z/VSE, z/VM, and Linux on z

o

(o}

O

R

Infrastructure
Simplification

Linux on
z Sytems

Tivoli® Identity
Mgmt, TSM,
Print Serving,
DNS, Firewall,
etc.

(o)

IBM
Middleware

Linux on
z Systems

WebSphere

Appl Server,

Java, CTG,
HOD/HATS,

MQ, IIB, etc.

K

1B MepRbpere

Info on
Demand

Linux on
z Systems

DB2 LUW,
Content
Manager,
Cognos Bl

—
DB?2
h N

z/IVSE

Connectors

)

z/VSE

Production

Environment

+ TCP/IP

+ VTAM

+ CICS TS

+ VSAM

+ COBOL

+ DB2 client
+ LDAP client

z/VSE

Test/Dev
Environment

z/VM-mode LPAR with z/VM

IFL Engine(s)

CP Engine(s)

IBM z

16
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March of the Penguins

To: linas@linas.org

Subject: IBM 390 and Linux

From: Alan Cox <alan@Ixorguk.ukuu.org.uk>
Date: Thu, 16 Dec 1999 01:34:47 +0000

They finally delivered code. A decent looking SMP kernel, console and
some networking stuff. Glibc, gcc, binutils, gdb patches.

The kernel stuff is in 2.2.14pre14, I'll forward you the other patches if you
want.

Alan

Figure 5: Skunkworks No More

17
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Penguins got proud !
........ And started multiply like Rabbits .

18
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IBM Virtualization with z/\VM

= Vertical virtualization - Grow workloads without growing number of
virtual guest machines

= one guest can be increased by allocating more resources
(CPUs, memory)

=" Horizontal virtualization — for isolation between servers
= isolation of guests in a network
= High availability for applications

= Dynamically add, remove and shift physical resources to
optimize business results

19 © 2017 IBM Corporation
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IBM extreme Virtualization with z/VM on IBM Z
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Effective Virtualization with Linux on z and z/VM

Linux Shared Memory Exploitation for many Virtual machines

z/VM Discontiguous Saved Segments (DCSS)

— Share a single, real memory location among multiple virtual machines A
— Can reduce real memory utilization D%§S D%§S D“CE3§S
= Use Cases:
— As fast Swap device DCSS pcss | | bess || bess
‘A “A” “A” e
— For sharing read only data i — Gy
— For sharing code (e.g. program executables/libraries) !_ :
Linux | [Linux/ | linux | [Linux | jLinux
» The large DCSS allows the installation of a full N ,- %
middleware stack in the DCSS =l S
N~ /.

(e.g. WebSphere, DB2, etc) e \ !
» The DCSS becomes a consistent unit of one E Dess bess bess Memery
software level — i

\Pan/
N~
21 http://public.dhe.ibm.com/software/dw/linux390/perf/ZSW03186USEN.PDF
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Global Virtualization — with z/VM on IBM Z

IBM Z / z Systems

z/IOS z/VSE

HiperSockets )

HiperSockets

Production / Dev /Test and Optional Failover

z/OS |[z/VSE|| z/IVM || CMS || Linux||Linux

O00 Oooo O O oo oO0

Network Virtualization
Memory Virtualization
Processor Virtualization
System Virtualization

Disk Virtualization

zIVM
LPAR
Od000O0000008
cp || cp IFL [ | 1FL | | IFL | | IFL | | IFL
IBM Z

Disks$ Virtud

hlized Jin z/V&/I - Minlidisk

L

22

22
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3D Scalability — non-disruptive with z/VVM for operational efficiency

= Multi-dimensional growth and scalability options
— Dynamically add cores, memory, I/O adapters, devices and network cards
— Resources may be shared or dedicated
— Grow horizontally (add Linux guests), vertically (add to existing Linux guests) and
diagonal (Mix and Match — Find your scale sweet spot)
— Grow and scale without disruption to running environment
— Provision for peak utilization, unused resources automatically reallocated after peak

Dynamic Changes zIVM Linux
Capabilities LPAR Guest

Add CPU Yes Yes

= Flexible Resource/Workload Management and High Increase weight / share | Yes ves
configuration flexibility Add memory ves ves

— Advanced workload management enables maximum Add /O adapter ves ves
utilization of the system resources Remove CPU Yes Yes

— Goal-oriented approach for performance mgmt of a hypervisor Decrease weight / share | Yes Yes

— Ability to basically do a forklift upgrade to new z Systems server Remove memory No Yes

L. . i A Remove I/O adapter Yes Yes

= Efficiencies of Consolidation

— Less operational effort based on centralized management, using the same arrangements for administration,
security, backup and disaster recovery

— Less efforts for less IT equipment

23 © 2017 IBM Corporation



And z/VM keeps growing (and re-using pictures for our slides)

Crosssystem communications for
single system imagémanagement

SPEED
LIMIT

45

SPEED
LiMIT

60

Crosssystem extemnal network

cnnnectivity for guest systems Which approach is designed for the

higher volume of traffic? Which road is

faster?

*[llustrative numbers only
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A Brief History of Virtualization that IBM is engaged in

IBM has over 45 years of experience in virtualizing our servers. Virtualization was
originally developed to make better use of critical hardware. Hardware support for
virtualization has been critical to its adoption.

‘ IBM increases
KVM investment

Red Hat buys Qumranet
KVM goes upstream 1

‘ Red Hat starts KVM investment

Intel adds x86 hardware virtualization

<@l Virtualization on IBM mainframes — CP/CMS, VM/370, VM/ESA, z/VM

1972 1997 2000 2004 2005 2006 2007 2008 2009 2010 2014 2017

© 2017 IBM Corporation



IBM Z Virtualization

Build-in and Shared Everything Architecture
-towards a SDD or HCI

IBM Z & LinuxONE Systems
* Provisioning of virtual servers in seconds

* High granularity of resource sharing (<1%)

» Upgrade of physical resources without
taking the system down

virtualization

Hardware assisted

» Scalability of up to 1000’s of virtual servers

* More with less: more virtual servers per
L.PAR _ core, sharing of physical resources

// » Extensive life-cycle management
* HW-supported isolation, highly secure
(EALS+ or EAL4+ certified)
Distributed platforms
» Limited virtual server scalability per core
". . . .\.\- » Scaling requires additional physical servers
» Operational complexity increases with
. . . growth of virtual server images

* VMware, Xen, Hyper-V focus on x86, no
HW management across multiple platforms

2+3
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IBM Z & LinuxONE Systems Virtualization Options

IBM LinuxONE Systems now
has three strategic virtualization platforms

1. IBM Dynamic Partition Manager (DPM) or Processor
Resource /System Manager (PR/SM)

2. IBM z/VM

3. KVM

KVM provides an open source choice for IBM LinuxONE
Systems virtualization for Linux workloads. Best for clients

KVM that are not familiar with z/VM and are Linux centric admins.
|

IBM Proprietary Server Virtualization that is completely integrated into the
zIVM full stack. Complete hardware awareness. Supported on IBM LinuxONE

Systems. z/VM will continue to be enhanced to support Linux Workloads.
DPM Divide one physical LinuxONE System into up to 85 logical partitions (LPAR)
or running isolated and secured in parallel. Share resources across LPARs or

dedicated to a particular LPAR. Control the LPAR virtualization via the new
PR/SM

Dynamic Partition Manager (DPM) or with PR/SM.

27
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What is Dynamic Partition Manager?

Hardware Management

DPM graphical interface

[] New Partition - P0000S12

* Provide simplified,
consumable, enhanced
Partition life-cycle and
integrated dynamic 1/0
management capabilities.
LINUX JLINUX ¢
LINUX

Provides the technology
foundation that enables

X 7

LINUX
e et s s | APIS for laaS and secure,
—— P — private Clouds.

DPM

Powerful and easy

28
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encrypted
SSC file

Secure Service Container Framework Overview

e

Any Appliance

Secure

Service
Container

Application

Container Software Framework

Application I/F

E
{=)]
= Mgmt Backend

%

Any Appliance

Firmware

Container Container
Installer Loader

N

Hardware
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Linux virtual server vs. Docker containers overhead

» The virtualization approach usually provides a high level of isolation and security as all communication
between the guest and host is through the hypervisor.

> lItis also usually slower and incurs some overhead due to the infrastructure emulation.

» To reduce this overhead, another level of virtualization called "container virtualization" was introduced
which allows to run multiple isolated user space instances on the same kernel.

» Containers layered approach share common files and use copy-on-write filesystems

-

Docker
libcontainer l l l references
libvirt Ixe sﬁ;ﬂ'
.

Linux

UBUNTU - Image

| netlink

selinux netfilter
capabilities apparmor

© 2017 IBM Corporation
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IBM Z Virtualization

Server virtualization. There are typically
dozens or hundreds of Linux servers in a

Application ‘virtualization’. There are
typically tausend Docker Containers in

Server

virtualization

LPAR
virtualization
(PR/SM or DPM)

KVM or z/VM LPAR. Linux on z. / \
IBM Z T ./
=
ié >C:< § J ;:3 # ﬂ.‘ﬁ' Linux | Linux
=g 333
= (|933115% || &
Secure -1 3 | [ e
z/\VSE Service L] | _
Container ] — KVM Linux zZIVM
(or 2/0S Lot iR [] <«
> KVM g 2IVM
— LPAR1 LPAR2 LPAR3 LPAR4
] O O 1 [ HiEN HiEIn
P1 ||P2 ||P3 ||P4 |]|P5 P6 ||P7 ||P8 | <«

* - One shared Pool of cores per System only
Note: - LPARs can be managed by DPM or PR/SM

P1 — P8 are Physical Processors (cores) or Integrated Facility for Linux (IFL) Processors

Virtual?
CPUs

Virtual
CPUs

Logical
CPUs

Real
CPUs*



IBM LinuxONE Portfolio ™

Linux Your Way

Linux without Limits

Inux without Risk
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A cloud in a single footprint.

z/OS

CMS VSE CMS Test VSE Linux Linux Linux 2/0S 2.3
zIVM V6.4 z/VNM V6.4 z/IVNM V6.4
, N (T 7
SYSTEMO1 SYSTEMO2 SYSTEMO3 MVSSYS00
— —

LL[ 1
)
Crypto Express
\ ryp p ]

Your New z14
A

33
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Crypto Express | Your Other New z14 )
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zIVM — a comprehensive and sophisticated suite of virtualization function

» Over 50 years of continuous innovation in virtualization
Refined to support modern business requirements

Exploiting hardware technology for economical growth ZIVM 6.4

2 Terabytes Memory
zIVM

64-Bit Single System Image Cluster
VM/ESA Virtual Switch

ESA Guest LANs  Set Observer Crypto Express Virtualization

Multi-Vswitch Aggregation

HiperDispatch

VM/XA Virtual Machine Resource Manager cloud Management
31-Bit Virtual Disks in St Performance Toolkit
== rualbisks in torage HiperSocket-Vswitch Bridge
VM/HPO CMS Pipelines  QDIO Enhanced Buffer State Mgmt
64 MB Real Accounting Facility ~Minidisk Cache  HiperSockets ~ EXtended Address Volumes
VM/SP Absolute | Relative SHARE  SIE on SIE  Automated Shutdown Simultaneous Multi-Threading
SMP Discontiguous Saved Segments  Named Saved Systems  1/O Priority Queuing KDFAES Password Encrypt
VM/370 Instruction TRACE  Start Interpretive Execution (SIE)  Host Page-Management Assist SIMD >

S/370 Programmable Operator (PROP)  LPAR Hypervisor Integrated Facility for Linux HyperSwap

Inter-User Communication Vehicle (IUCV) VM Assist Microcode Adapter Interruption Pass-ThroughGuest Large Page Support

CP-67

57360 Conversational Monitor System (CMS) Dedicated I/O Processors  Multiple Logical Channel Subsystems (LCSSpgrade-in-Place

Diagnose Hypervisor Interface  Program Event Recording (PER)  Open Systems Adapter (OSA) Network Switching Directory Network Authorization
Control Program Hypervisor ~ Translation Look-Aside Buffer (TLB)  REXX Interpreter Large SMP  Dynamic Virtual Machine Timeout
Dynamic Address Translation (DAT) Zone Relocation Expanded Storage Multiple Image Facility (MIF) N_Port ID Virtualization (NPIV) CPU Pooling

1960s 1972 1980 1981 1988 1995 2001 2007 2017...
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Key VM Attributes

Replication
of the
Architecture

One Global
IBM Team

z/VM
Community

Workload
Adaptability

35 35
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VM Mobile Museum (VMMM) — privately held
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Happy triple on IBM Z since many years

*From the beginning sympathy on all levels

= Solid Virtualization
»High Reliability
»Scaling on demand with

highest flexibility

37
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