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z/OS Workload Manager: IRD and zAAP Support

Agenda

§ Intelligent Resource Director
— CPU Management
— Dynamic Channel Path Management
— Channel Subsystem Priority Queuing

§ WLM Defined Capacity
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z/OS Workload Manager: IRD and zAAP Support

Acronyms

§ CP — (General purpose) processors

§ CPC — Central processor complex

§ DCM — Dynamic Channel Path Management
§ IRD — Intelligent Resource Director

§ LCP — Logical processors

§ LPC — LPAR cluster

§ PCP — Physical processors
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z/OS Workload Manager: IRD and zAAP Support

What you won't find here...

§ This presentation does not include information regarding

— IRD in Basic mode, or in XCFLOCAL mode
o Refer to References, [2]

— Pricing and software management considerations for
workload license charges

» Refer to References, [3]
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z/OS Workload Manager: IRD and zAAP Support

Intelligent Resource Director (IRD)

What is IRD?
5§ Set of functions that distribute CPC resources based on business
importance

§ Problem areas being addressed:
—  Workloads may change over the course of a day, week, month, year...
—  Business priorities may change over the course of a day, week, month, year...
— E.g., online vs. batch, production vs. test, workload fluctuations, or periodic work
— Single static configuration may be sub-optimal to handle different workload mixes

. Distribute resources based on workload and service level agreements (WLM goals)
— Reliability problems, e.g. caused by single points of failure

§ Consists of

1. LPAR CPU Management
- LPAR Weight Management @S“a;ﬁ?p?f;gm'
- LPAR Vary CPU Management processor
ESCON&FCV
Channel
2. Dynamic Channel Path Management (DCM) bandwidth
3. Channel Subsystem Priority Queuing (CSSPQ)

— BTW... Not part of IRD: 1/O Priority (at control unit level)

'ON DEMAND BUSINESS’



z/OS Workload Manager: IRD and zAAP Support

LPAR Clusters

§Scope of IRD management is the
LPAR Cluster (LPC)

SLPC:= Set of LPARs on same CPC, which
are part of same Sysplex

— For CPU management of zLinux systems,

specify the sysplex name as CP
management cluster name on Customize
Image Profiles panel

— For DCM, IOCLUSTER keyword in the
IODF must match Sysplex name.

SLPARs with dedicated CPs can join a
cluster

— But will not be enabled for WLM LPAR
Weight and Vary CPU Management.

SMulti-image/Sysplex LPCs require a CF
structure (except for CSSPQ)

SYS1
PLEX1

N

SYs2
PLEX1
LPC \ LPC

CPC1 -

SYSZWLM_cpcl 2064
SYSZWLM_cpcl 2064
SYSZWLM_cpc2 2084

SYS5
PLEX1

O\ (= -

LPC LPC j K LPC j

CPC2 - 2084
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z/OS Workload Manager: IRD and zAAP Support

LPAR Controls at the Support Element

Change LPAR Conlrols

CIPC Name; IP3ITVMBG
Last resel proql: attempled:
Input'Cutput confizuration data set (JOCDS): AL 32BAF(S

Number of Number of
Logical Defiwed | Current | WLM Iuitial | Minlmom | Maxiomm gy | Cyprent | Dedieated | Non dedicated | Logieal

Processing | Processing ssing Capping | Capping Central Cenlral Partition

Partition Capacity | Weight | Monaged Weight Weight Weight peniral || Central
SCLMI1 | Yes |0 400 B 4o | ] O | me 1] 7 SCLMIL
SCLM2Z | Yes |l 202 E [erze [ " E | Mo i a SCLM2
| sCLM3 | Yes |0 | 202 | O [ 1 | B O | e 0 a | scrvs
| wms | ves b | o | | | Ne 8 0 | v
| comi | ves [o [ a0 | [ v [ o | [ ™o i E | conn
COMZ | Yes ([0 | aa E] [a [o [0 ] o | ma 0 s COM2
COMY | Yeos |n T B oo e o | O | e 0 5 COM4
FLL | Ne |@ | o B i [ ] O | mNe 0 1 IRL1
TRD1 | Wes | | 2m1 = o | s | [5w | T | e o 7 IRD1
[RDZ | Yes |4 [ 2 | e o | | [sm ] | ™o i 4 | RD2
IRDS | Yes [0 | w2 | = iz | s | | [B=] o | we o a | mn3
CIIED | Yes |o [ o | O |1 e [ o | = | o 0 1 | cFIRD

Processzor running time
W I i recommended that vou select Dynmpicaly deterooned by e sysiem” Selecting ' Detemived by the wes’ deks subopiomal use of processor resoumces.,

15 Drynamicaly d=termired by the system

o ON DEMAND BUSINESS"



z/OS Workload Manager: IRD and zAAP Support

Dispatching of Logical Processors

10

CPCin LPAR Mode

z/OS dispatches on logical processors

(LCPs)

PR/SM Hypervisor dispatches LCPs on M2
physical CPs e
High number of LCPs may improve %

responsiveness of an image

Vs
LCPZ \\ 2]

Physical CPs
P cP1 Ccp2 CFP3
VS MVE2 nIvER
LCPS LGP LCPD LGP
‘g v & v ¥ ¥ 1
PR/SM
9 & 1 [
e ] [ MWwSE
LCF1 LCPO LR
CPB CP6 CP7

But large ZLCPs / PCPs ratio may cause additional
overhead

Minimum number of LCPs required by an LPAR to
consume the capacity that corresponds to its weight
share:

_é y
- C a W ' nPCPle
eaIILPARs U

[ s4GEmemory |

[ scEmemory |
I

LI-32MB

I
]| i 06 N ) X 0 06
00O gozy 030 oS fos o7

H LZI-32MB
X M [ X 5 X0 &
wfrrfizafafisfisfiz

\

[ s4GEmemory |
I

LI-32MB
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z/OS Workload Manager: IRD and zAAP Support

LPAR Weight Management

§ Weights are moved
across the LPARs of an
LPAR cluster

— The weight of an LPC
(sum of “Initial Processing
Weight” of all its LPARS) does
not change.

— Single image LPCs cannot

perform LPAR weight management

2weights=450 2weights=250

SYS1
PLEX1

w=280

{ SYS2
H PLEX1
W w=170

LPC LPC

CPC1 - 2064

§ The weight of an LPAR may take any value in the range defined
by minimum and maximum processing weight values on the

support element.

— LPARSs can consume more capacity when CPC utilization allows

and no capping is in effect

— Weight will not be increased while LPAR is being capped
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z/OS Workload Manager: IRD and zAAP Support

Weight Management Controls

Change LPAR Controls

§ LPAR Controls GO ot wrves

Tarpul i conbgiuraliom dda sel (TR AQIZEATH

“ ” ;
- WLM Managed Logical , | Defned | Current | WLM Prfm“fﬁ“ I?’N':::::x I'.'{n;':::‘:l::‘ el | Current )1:}::;2:;? x::::;m.;d Logical
h k b Partition Capacity | Weight | Managed | 00T Weight Weight | Cpiug | Capping nﬁiﬁi'n P;i:l;lﬁ Partition
chec OX BCTMIL | Yas o || e B am ] T = | =a " [ T SCLMI
SCLAZ | Yoz o || 202 g o] v | o i ) SCT.M2
— Initial. Minimum =& =P e s e m s s e | T
’ VMe | Yz [ o } } ; ~n # i AR
- COMIL | Vs |0 || 1w E] i [r | 0 E Wi il K COML
and MaXImum oM vz o | au = W [ [ E o i & 0L
. COM4 Vs o || &0 E 50 | T E “u 0 5 COM4
proceSS|ng mL | Mo @ || © & ] ] T 3 ¥o 0 1 mL1
. 1R131 vee |ln 151 & | IL BT r T i 7 IRD1
We|ghts D2 | Vs | 251 = | @] E-N E Sa 4 4 LRDZ
Wes v o || 102 | e s ] o E o [} ] IRD3
CFIRT | ¥as |0 [ as = an T [ ® 3 o 0 1 CFIRD

Processor ranning rime

Wiy |k is recommesdied thet vieo seeet Dmesizolly Sotomined by the saken ' Edectiey 'Uotermened by ke aaor sk sohegizmad ne o'p

ey debmeie D by the syt
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z/0OS Workload Manager: IRD and zAAP Support

Weight Management Algorithm

PR/SM interface

PR/SM
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z/OS Workload Manager: IRD and zAAP Support

Weight Management Algorithm

§ LPAR weight management is part of WLM’s CPU delay processing:

— Project effect of changing dispatching priorities
— If changing DPs will resolve the CPU delay, implement it

— Else project effect of changing LPAR weights

« At least 1 min since last weight change?
 Increase LPAR weight by x%
* Receiver value?

— Select donor LPAR candidate (displaceable capacity
at lowest importance)

— Decrease donor LPAR weight by same amount
— Donor impact acceptable?

> |Implement weight change

'ON DEMAND BUSINESS’




z/OS Workload Manager: IRD and

Number of logical processors
left high as long as free

CPC capacity allows for
sub-optimal LPAR

overhead.

When current #LCPs drops
out of interval around
optimum #LCPs then

Config processors _
offline or online, respectively

Interval depends on
#current LCPs
soft capping state

Minimum number _
of online LPs is determined by
maximum of

IEE1741 10.42.49 DISPLAY M 094
PROCESSOR STATUS

ID CPU SERIAL

00 0C9F092064
01 -

02 -

03 3C9F092064
04 + 4C9F092064

05 + 5C9F092064
06 -
07 -
08 N

CPC ND = 002064.116.1BM.02.000000099F09
CPC SI =2064.116.1BM.02.0000000000099F09
+ ONLINE - OFFLINE .DOES NOT EXIST
MANAGED N NOT AVAILABLE

W WLM-

number LPs required to consume current weight,
number specified by IEAOPT VARYCPUMIN(*)



z/OS Workload Manager: IRD and zAAP Support

Vary CPU Management Controls

§ LPAR Controls
— “WLM Managed” check box

— Initial, Minimum and Maximurn
processing weights

— Number of Non-dedicated
Central Processors

§ SYS1.PARMLIB

— IEAOPTXX

*  VARYCPU=NO/YES
*  VARYCPUMIN=number (*)

— SET OPT=xx

(*) Requires z/OS 1.4 or above wW/APAR OA09047

Change LTAR Conlols

CFC Mame FITVMEN
Zasn reet poodls eagisd:
Tt coerlan o S sl (TOCMR AD IXFAFDO

npical NheMimsd Win . U] ULl T 1:19“ IIIIIIIIIIIIIIIIIIIIIIIIIIIIIII I
|||||||||||||| Clapacily | Welgh wanl ! :_'""' Pmiesadiny - PAnineeadday ppiey | Capping Comiral Cemral | Parlilim
y welgal welgal o | | e
SCLEI Yes || s B i I L F M L
SCLMI  Yes || an m 1] I F M i % LA
SCLME Yes || = 7 H | |a F Pt n % HETLUG
e | w Mo ¥ u VAl
[Rea] e I [ |9 f 1 Mn n 3 01
GO Vs || Bo ] 1 | L Ka ] 5 COME
AN Ve I 1 | T | E Mo ] 5 SO
IEL] i Il o ] | [T [= P 1 1 [RLL
B Ves || 251 o | I E o [ | 7 I
DX Yes ¢ || &= i | s [E E rn |.l | + 1BLITL
OGO Yer L | um am | I | |am | C P o | E L
| cFED ¥es ¢ || e “ h i} | F P b | LFIRIE

Frocesar raanhg fms

iy koresassedd tam e Drvarkdly Suarciesd tede e Suery Daemded be e po ik foniea oo of procae s e

EMaev ok dem i ol iy tha v

*Operator interaction:

» CPUs that were configured offline by
operator will not be varied online by WLM

» Operator cannot config online a processor
that is offline by WLM
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z/OS Workload Manager: IRD and zAAP Support

IRD and Shared zAAP/zIIP Processors

§ zSeries Application Assist Processors (zAAP, also known
as IFA processors) are special purpose processors for Java
workloads

§ They are not managed by IRD (same applies for zlIPs):

— 0On z990 and z890, zAAP processors share the same
processor pool with ICF and IFL processors

. But they inherit the weight from the CPs of the LPAR!
See , [8]

— IRD weight management does only manage the weights of
(general purpose) logical processors — not of zZAAPs/zlIPs.

— IRD Vary CPU management will never config zAAPs/zIIPs
on/offline
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z/OS Workload Manager: IRD and zAAP Support

IRD CPU Management in Actl

LPAR Utilization
(physical)

‘Reported Day: 02/21/2003

100 600
W —— - - - - - - - - -tz ===
500
B0 ————————————— — - - - - - - - - - - - - -
O ———————— = = — - - - - - - - - - - - - - -
400
601 ———————— — — — — - - - - - - - - - - - - -—
L oot ------ - .- - - - - - - - - - - . - - — .- T 300

N RN
S o
R I
ESYSA BSYSB OSYSC OSYSD WM SYSE BPhysical
350 18

& NG
S
S S

8 o

8 o

S o

S o

o

o

[——SYsA —svsB SYSC ——SYSD ==—SYSE

Service Consumed

Reported Day: 02/21/2003

NG
S
S

S o

R

[@svsa msvse Osysc OSvsSD mSYSE

#Logical Processors
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z/OS Workload Manager: IRD and zAAP Support

Dynamic Channel Path Management (DCM) Goals

§ Dynamic Channel Path Management (DCM) lets Workload Manager, in
cooperation with 10S, dynamically move channel paths through the
ESCON Director from one I/O control unit to another, in response to
changes in the workload requirements.

§ By defining a number of channel paths as "managed," they become
eligible for this dynamic assignment. By moving more bandwidth to the
important work that needs it, your DASD I/O resources can be used more
efficiently.

§ Since DCM considers single
points of failures
availability in the event of a
hardware failure can be improved.

PPPPPPP

T T T
10 Bay | Im%LI [ e | Bilnk

cu
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z/OS Workload Manager: IRD and zAAP Support

DCM Componentry

WLM Couple DS
WLM Policy

CFRM Policy
SYSZWLM_XXXX
Defintion

20

AS AS
CF
RMF
LPAF\QAQF\QADCM WL M * HCD WL M
XCF/XES ‘ 10S XCF/XES
PR/SM | BN
ChanneI/Subsystem ENER) -
| cHPpD | [ cHPD | | cHPiD | [ cHPID | [ CHPID |
<
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z/OS Workload Manager: IRD and zAAP Support

DCM Metrics

S DCM decisions consider

“1/0 velocity”
— Analogously to execution velocity

§ Definition:
_ productiveTime
Vio = productiveTime+delays

Vio = connectTime
connectTime+ pendTime- (CUbusy+ DEVbusy)

§ Also:

— RAS: Avoid single points of failure
— Complexity: favor “simple” topologies

ON DEMAND BUSINESS
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z/OS Workload Manager: IRD and zAAP Support

Configuration for DCM

KrKK KKK KKK KRR KKK KRRk kR kAR % Ad] Channel Path *r**xxskr skt rshrkhkkrdhrkr k*

* CBDPCH10 *

5 Define two static paths to each device e vt o vatues :
* Processor ID. . . : ESERVER eServer zSeries 900 *

- H H H * Confi ti de : LPAR *

— Minimum is one. DCM will assign a o omtoratton e :

* Ch | thID . . . . 81 + *

second. e A :

* Channe! path type . . . CNC + *

§ Define CHP|D as b Mana ed” 13‘;5;32;"”.”?’"?1 e (Yes or o) 1/0Quster MBA  + .
g * Description . . . . . . Def i ne Managed CHPI Ds *

X X

— ESCON Or FCV * Specify the follow ng values only if connected to a swi tch: *

X Y

. . * Dynamic switch ID . . . 01 + (00 - FF) *

* i *

— Connected to dynamic switch S :

*  Fl=Hel p F2=Split  F3=Exit F4=Pronpt  F5=Reset  F9=Swap  *

§ Define control unit with placeholder

TR
or e Vi ew Control Unit Definition

************************

CHPID.Link Address e A e

5 Switch device (CUP, port X’FE’) needs  :&na i o o Sortar i,
'to be deflned : Connected switch.ports : 01.70 01.71 05.90 05.91

* ENTER to continue.

AIIOW for dynamic I/O reconfiguration ;Processor Logical -------- Channel Path ID . Link Address---------

* 1D Address 1---- 2---- 3---- 4---- 5---- 6---- 7---- 8----

*

* ESERVER 95.91 96.90 *

Kk K KKK KK KK KKK K KK K KK KK KK Kk X BOLTOM Of data ******** sk kkx sk khrkkxxkkrx %%
Fl=Hel p F2=Split F3=Exit F7=Backward F8=For war d
F9=Swap Fl12=Cancel

******************************************************************************

22 'ON DEMAND BUSINESS'



z/OS Workload Manager: IRD and zAAP Support

DCM Controls

5 10CDS, IODF
— Managed CHPIDs, CUs, (dynamic) switches

§ SETIOS DCM=0ON/OFF

— Disables DCM
— Does not revert to initial configuration
— LPAR cluster scope

§ VARY SWITCH

—V SWITCHY(ssss,pp[-pp]...),DCM=0ONLINE|OFFLINE
— LPAR cluster scope
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z/OS Workload Manager: IRD and zAAP Support

Channel Subsystem I/O Priority Queuing

24

§

Allows WLM to assign a priority to an
I/O request

Channel subsystem can now use a
priority managed queue

— Prior to this time the channel
subsystem used a FIFO queue

— Effective when there is contention
in the CSS

Complements Priority Queuing in
other parts of the I/O Subsystem

— 10S UCB Queue
— In CSS waiting for channel
— In control unit

Partition 1

Partition 2

ucB

@ ucB

Dev

100

)

-.- Dev -..
100

BEm [

Channel Subsystem

@ e

1

CHPID 2

|

Control Unit

EEEOG

'ON DEMAND BUSINESS’



z/OS Workload Manager: IRD and zAAP Support

CSSPQ Controls

Change LPAR LD Prioriy (uiening

Inprobesrizret eoofiprrstion dhrts vt GOCTISY A
Clabied anlivuipul jainily uom, Theallal
Plscrirmenn ghaibes] apaiiciipan geicnity g vl 1
Logical Purtiliun Aclive [T PR ——E——— Mt inpatintyal priorily
SCLMI Yas 0 0
SCIMG Yo |o & 1 &
SCLME Vi - [l -]
Rurt Yea o [l -
Ok [¥es 0 0
AL [ ves v & v @
COkis [ e [o = =]
L I |o &l [ -]
s o g -]
D2 Yag [3] ﬂ| ]
s 0 | [ERC=]
CERD Tes gt -]

§ Image profiles:
— Range of I/O priorities that can be used by the partition
* WLM maps priority to available range;

* 0-15 can be specified; range of 8 is sufficient
« Specify same range for all members of an LPC

§ Reset profile:
— Global switch to activate CSSPQ

'ON DEMAND BUSINESS’




z/OS Workload Manager: IRD and zAAP Support

Planning for IRD: Prerequisites

26

Function

Software Prerequisite

Hardware Prerequisite

CPU Management

z/OS R1 and above.
Goal mode. CF level 29 or as required by
OS level.

2064 zSeries Processor Driver 36J
or later (z800, z990, z890)

CPU Management for
non-z/OS LPARs

z/OS R2 and above
CF level 213 or as required by OS level.

Regular CPs
(i.e. no IFLs)

DCM

z/OS R1 and above.
CF level 29 or as required by OS level.

ESCON or FICON converted
channels.
Directors/bridge:

9032-2, -3,-4,-5 w/current LIC

IBM 9393 RVA, or IBM 2105 ESS or
later.
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Agenda

§ Intelligent Resource Director
— CPU Management
— Dynamic Channel Path Management

— Channel Subsystem Priority Queuing

§ WLM Defined Capacity
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z/OS Workload Manager: IRD and zAAP Support

Defined Capacity

Change LPAK Canrmils

§ Sets an upper limit for the — S
SUStaIned CapaCIty that a :‘:::Tn;-nﬂm&ll at TOACTHS = AT AIRATOD
partition may consume o — e
e Lacliv :::_ ’.p:':;: H:L:‘-d h-:n.'-;. Prucwaiza pm;m -:rl:::= :_;;: nuj::.:;:::m 3-qmun|::anim-.l .
R R A et i -t i S e S
y SCLMI | ves | D EE ] B | @ [ B | . | me [ : | ECLMI
— Within PR/SM precision o L v
o . o . . crmt | e ( é 2 im [me— | 0 1 | 1 | [ " R T
§ Specified in “million service units per hour” -
MSU
§ Based on four hour rolling average computed
by WLM Defined ity limit enf t
— WLM computes the service consumed by the efined capacity limit enforcemen
partition 120
— All intervals before IPL are initialized to 1 MSU/h 100
§ Capping is only enforced when B 2 80
4 hour rolling average exceeds the specified g 6 '-
limit a0 i
— Cap removed when the average drops below 20 5
— Usage spikes above the cap are possible. 0 -
- 4HRA may exceed Cap as We”' 13400 1100 0o . 03nn 01400 0500
firmie
= 4 hour Avg = Actual Msls - -~ Capped MSUs = Uncapped MSUs

Soft Cap
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z/OS Workload Manager: IRD and zAAP Support

Capping Mechanisms

29

Capping mechanisms depend on partition weight vs. defined

capacity:

Weight vs. defined capacity

How capping is enforced

Weight definition equivalent
to defined capacity

PR/SM hypervisor caps at partition

weight

Weight equivalent
> defined capacity limit

Phantom weight

Weight equivalent
< defined capacity limit

Noncontiguous cap pattern

'ON DEMAND BUSINESS’



z/OS Workload Manager: IRD and zAAP Support

Capping by Phantom Weight

§ Capping at partition weight would be insufficient
— Therefore, introduce a “phantom weight” that is used to pull capacity away from the partition that it is associated

with
§ Phantom weight is calculated as
: All Active Partitions
PhantomWeight(i) = = =P | potitionweight()- & PartitionWeight(j)
DefinedCapacityLimit(i) =1

— Must be not larger than 1000*number of active partitions
— Consequently there is a lower limit on the defined capacity that can be represented for a given partition weight.
CPC _Capacity - PartitionWeight(i)

Al IActingartiti ons

1000 naiiacivepartitions + a PartitionWeight( j)

=1

DefinedCapacityLimitwin =

— Example:

. Assume 3 partitions with a weight of 500 each on a CPC with 500 MSU.

. Maximum phantom weight is 1000*3=3000
Minimum defined capacity value is 500*500 /(3000+1500)~56

— Then either
. increase capacity limit, or
. reduce partition weight
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z/OS Workload Manager: IRD and zAAP Support

Capping By Noncontiguous Cap Pattern

§ Hypervisor capping at weight equivalent would throttle the
LPAR too heavily

§ Therefore,
— Cap the partition for some percentage (x%) of the time,
— Do not limit the partition the remaining time (100-x %),
— such that the average is equivalent to the defined capacity

§ Capping will be effective for intervals of 30...600 sec

— If weight is much smaller than defined capacity the partition will
be considerably slowed down during those intervals

'ON DEMAND BUSINESS’



z/OS Workload Manager: IRD and zAAP Support

Defined Capacity and zAAP

§ Work that executes on zAAPs processors does not
contribute to service

§ If capping becomes effective HonorPriority=No is
enforced

— Then zAAP eligible work can run on CPs only below
discretionary priority

— HonorPriority reverts to IEAOPT setting when capping
ends

'ON DEMAND BUSINESS’
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z/OS Workload Manager: IRD and zAAP Support

Coexistence of Features

§ “Initial capping” (hard capping, LPAR capping) and
“defined capacity” (soft capping)
are mutually exclusive for any given LPAR.

§ “Defined capacity” and IRD functions can be used in most
combinations

— LPAR weight management should be enabled for Vary CPU
management

— WLM I/O Priority Management must be enabled for CSSPQ
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Summary

§ Advantages and applicability of Intelligent
Resource Director

§ Technical implementation of Defined Capacity

§ Planning required to maximize the benefits
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“»

End of Presentation

A Questions

Thank you very much for your attention
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