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... accelerates the journey to smarter computing - ensures and increases application availability with new
balancing and maintenance options.
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IBM z/VM Single System Image (SSI)
Live Guest Relocation (LGR) Demo

_ Consolidation is the key driver for doing virtualization.

Virtualization is an integral part of the Mainframe since decades.

Demo is about

Virtualization is offered in two flavors PR/SM / LPAR and z/VM.
The Most recent z/\VM version 6.2 introduces a new feature:

Single System Images (SSI), allowing Live Guest Relocation (LGR)

The main values and use cases of LGR are to
ensure and increase application availability with:
« Balancing (balance the workload over 2+ z/\VM instances)
« Maintenance (moving workload off a z/VM instance to allow service)

IBM z/VM 6.2 accelerates the journey to smarter computing with
multi-system virtualization (SSI) and virtual server mobility (LGR)!
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See how simple it is to migrate running Linux on System z virtual machines, based on
z/VM 6.2's new Single System Image (SSI) and Live Guest Relocation (LGR) feature.

= The demonstrator has three different and independent options to show the LGR feature.

—using the pure and straight way, based on a 3270 terminal client (PCOM or x3270)
—using the Open Source way, based on xCAT

—using the comfortable, commercial way, based on CSL WAVE

= It can be chosen if only one of the
ways is presented, or multiple ways.

= The z/VM SSI cluster consists of
different System z machines
(z10EC, z196 and zEC12),
all running z/VM 6.2 members.

= Again all members run multiple
Linux on System z virtual machines,
four VMs are defined each,

running in different states.

= The VM named 'ZLIN119' will be
used for the relocation task.

Best in class virtualization — now with Live Guest Relocation (LGR) aka VM migration !
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The pure and straight commandline way, to present how
z/VM Live Guest Relocation works.
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Demo is about

IBM Client Center

seene 2o Z[\/M LGR Demo

The Open Source way, based on xCAT, to present how
z/VM Live Guest Relocation works.

xCAT MN:

Management Node

(single instance)

Central management server
running on normal Linux

Z/VM member

ZHCP:

System z Hardware Control Point
(one per z/VM member)

Runs on privileged VM and
manages other YMs via SMAPI
and CP

| Detailed Information |
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Demo is about

The comfortable, but commercial way, based on CSL
WAVE, to present how z/VM Live Guest Relocation works.

The GUI Client

The GUI Client can run on
any platform supporting
Java (Windows, Mac, and
Linux). It provides a
graphic interpretation of the
knowledgebase and allows
the user to interact with the

The BTS (WAVESRV)

This server can be a
physical or virtual one and
hosts the application
database and BTS
(Background Task
Scheduler). There is no
limitation on the number of

The TVP

The Target Virtualization
Platform (TVP) represents
the hypervisor which hosts
the virtual guests. The BTS
and the GUI Clients utilize
the TVP API to query and
perform changes to the

TVP using Point-and-Click TVPs or virtual guests that TVP and hosted virtual
and Drag-and-Drop one BTS server can guests.
operations. manage.
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CSL-WAVE, Get z Power without 2 Learning Curve: http:/icsl-intcom/pages_docs/CSL-WAVE-Overview-Brochure-w30-features-rev-a.pdf

| Detailed Information |
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Demo Setup
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Let's start the demo ...
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IBM z/VM 6.2 accelerates the journey to smarter
computing with multi-system virtualization (SSI)
and virtual server mobility (LGR)

Multisystem virtualization allows up to 4 z/VM
instances to be clustered, serviced, and
administered as a Single System Image (SSI)

Live Guest Relocation (LGR) moves running Linux

virtual servers without disruption to the business

Provides a set of shared resources for the z/'VM
systems and their hosted virtual machines, that
can be controlled by either 3270 commands,
xCAT or CSL WAVE

High server consolidation ratio with support for
more virtual servers than any other platform in a
single footprint
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The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.

AlX* ESCON* Multiprise* S/390 Parallel System i5* zZVM

cics* FICON Netfinity Enterprise Server System x zSeries
DB2* IBM* 0S/390* SecureWay VSE/ESA xSeries
DB2Connect IBM logo* PR/SM System/390* Virtualisation Engine* pSeries
DB2 Universal Database IMS/ESA RS/6000* System z9* WebSphere BladeCenter
e-business logo MQSeries* S/390* System p5* z/OS On Demand

* Registered trademarks of IBM Corporation

The following are trademarks or registered trademarks of other companies.

Intel is a trademark of the Intel Corporation in the United States and other countries.

Java and all Java-related trademarks and logos are trademarks or registered trademarks of Sun Microsystems, Inc., in the United States and other countries.
Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.

SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.

UNIX is a registered trademark of The Open Group in the United States and other countries.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any
user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have
achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to
change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.

This presentation and the claims outlined in it were reviewed for compliance with US law. Adaptations of these claims for use in other geographies must be reviewed by the local country
counsel for compliance with local laws.

12 © 2013 IBM Corporation
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Any information contained in this document regarding Specialty Engines ("SEs") and SE
eligible workloads provides only general descriptions of the types and portions of workloads
that are eligible for execution on Specialty Engines (e.g., zlIPs, zAAPs, and IFLs). IBM
authorizes customers to use IBM SE only to execute the processing of Eligible Workloads of
specific Programs expressly authorized by IBM as specified in the “Authorized Use Table for
IBM Machines” provided at
www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT”).

No other workload processing is authorized for execution on an SE.

IBM offers SEs at a lower price than General Processors/Central Processors because
customers are authorized to use SEs only to process certain types and/or amounts of
workloads as specified by IBM in the AUT.

© 2013 IBM Corporation
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