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Disclaimer

References in content to IBM products, software, programs, services or 
associated technologies do not imply that they will be available in all 
countries in which IBM operates. Content, including any plans contained 
in content, may change at any time at IBM's sole discretion, based on 
market opportunities or other factors, and is not intended to be a 
commitment to future content, including product or feature availability, in 
any way. Statements regarding IBM's future direction or intent are subject 
to change or withdrawal without notice and represent goals and objectives 
only. Please refer to Terms of Use 
(https://www.ibm.com/developerworks/community/terms/) for more 
information.
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What is GDPS?

� Integrated / Automated Disaster Recovery solution 
� Manages application and data availability in and 

across sites
– Monitors systems, disk & tape subsystems
– Manages planned and unplanned activities 

• System/disk maintenance/failure
• Site maintenance/failure

� Builds on proven high availability technologies
– Clustering
– Remote copy (disk and tape)
– Automation  

� Easy to use interface
– Intuitive panel interface
– Simple scripting



© 2014 IBM Corporation6 © 2012 IBM 
Corporatio

6

There are multiple GDPS service products under the GDPS solution umbrella to 
meet various customer requirements for Availability and Disaster Recovery.  

Continuous Availability of Data 
within a Data Center

Continuous access to data 
in the event of a storage 

subsystem outage 

Single Data Center
Applications remain active

RPO=0 & RTO=0

GTS – GDPS control code, 
Services

STG – System z, DS8K, PPRC 
Tivoli – NetView, SAz

Two Data Centers
Systems remain active

Multi-site workloads can 
withstand site and/or 

storage failures

Continuous Availability / 
Disaster Recovery within a 

Metropolitan Region

A/S RPO=0 & RTO<1 hr or 

A/A RPO=0 & RTO mins

GTS – GDPS control code, Services
STG – System z, DS8K, VTS, 

PPRC
Tivoli – NV, SAz, SA-MP, AppMan

Two Data Centers
Rapid Systems Disaster 

Recovery with “seconds” of 
Data Loss

Disaster recovery for out of 
region interruptions

Disaster Recovery at
Extended Distance

RPO secs & RTO <1 hr

GTS – GDPS control code, Services 
STG – System z, DS8K, 

Global Mirror, XRC 
Tivoli – NV, SAz

Continuous Availability 
Regionally and Disaster 

Recovery Extended Distance

Three Data Centers
High availability for site 

disasters
Disaster recovery for 

regional disasters

A B

C

GTS – GDPS control code, Services
STG – System z, DS8K, 

MGM, MzGM
Tivoli – NV, SAz

GDPS/PPRCGDPS/PPRC HM GDPS/GM & GDPS/XRC GDPS/MGM & GDPS/MzGM

Components

RPO – recovery point objective
RTO – recovery time objective

Synch replication
Asynch replication

Continuous Availability, 
Disaster Recovery, and 

Cross-site Workload 
Balancing at Extended 

Distance

Two or More Data Centers

All sites active 

RPO secs & RTO secs

GTS – GDPS control code, Services
AIM - Multi-site Workload Lifelife
IM - DB2 &IMS replication
STG – System z, DS8K, 

Global Copy 
Tivoli – SA, NetView

CD1CD1CD1CD1

GDPS/Active-Active

A/S RPO=0 & RTO<1 hr or 

A/A RPO=0 & RTO mins

and RPO secs & RTO <1 hr
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GDPS Topology – Simplified

System z

Site 1 Site 2Metro Mirror

GDPS
K-System
(Backup)

LPAR LPAR LPAR LPAR LPAR LPAR

K
2

P
3 Linux

P
2 z/O

S

P
1 z/O

S

VM1 VM2

GDPS
K-System
(Master)

LPAR LPAR LPAR LPAR LPAR LPAR

K
1
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GDPS Topology

System z

Site 1 Site 2Metro Mirror

GDPS
K-System
(Master)

GDPS
K-System
(Backup)

LPAR LPAR LPAR LPAR LPAR LPAR

K
2

P
3 Linux

P
1 z/O

S

VM1

LPAR LPAR LPAR LPAR LPAR LPAR

K
1

P
2 z/O

S

VM2
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xDR - Overview

� xDR provides the same DR capabilities for Linux 
running on System z as for z/OS

� Highly automated tasks reduce risk for operating 
errors

� Disaster Detection on Linux e.g. disk failure, system 
failure

� Clustering and High availability – provides high 
availability in case of system, application or network 
failure

� Single point of control from GDPS

� A complete cross-platform disaster recovery task 
can be done by operator – no need for availability of 
all experts for e.g. storage team, hardware team, 
OS team, application team etc.

� Supported Platforms
– Linux running as guest on z/VM (xDR on z/VM)
– Linux running native in LPAR (xDR native)

• Only reduced set of Linux Distributions are supported

GDPS K-System

System z

Linux S
A

 M
P

z/VM

Linux 
S

A
 M

P

xD
R

 proxy

Linux

V
S

E

Linux 
S

A
 M

P
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Source: Presentation z/VM SSI and LGR Overview by John Franciscovich

z/VM SSI - What is z/VM Single System Image?

guests guests

guestsguests
� Share and coordinate

resources within an SSI 
structure
– Systems Management
– Communications
– Disk Management
– Device Mapping
– VM Definition 

Management
– Installation
– Service Functions
– Live Guest Relocation
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Two member SSI cluster

z/VM Live Guest Relocation – What is LGR?

� Relocate virtual server from one member 
system to any other

� Virtual servers stay operational

� Purpose
– Maintenance of hardware or software
– Fixing performance problems
– Workload balancing
� no outage

VM1

proxy1

Lnx11

lnx12

lnx22

VM2

lnx21

lnx22

proxy2

LGR
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Scenario 1: z/VM or LPAR Maintenance - Continuous Availability of z/VM Guests

System z

Site 1 Site 2Metro Mirror

GDPS
K-System
(Master)

GDPS
K-System
(Backup)

LPAR LPAR LPAR LPAR

K
2

LPARLPARLPAR LPAR

K
1

VM1

proxy1

Lnx11

lnx12

VM4

proxy4

lnx41

lnx42

VM3
proxy3

lnx31

lnx32

lnx21

lnx22

VM2

lnx21

lnx22

proxy2

SSI
Cluster

LPAR Maintenance
1.Applications stay running – RTO=seconds, RPO=0

... Systems are moved using LGR

2.z/VM LPAR and guests that are not LGR-capable are  
stopped using xDR proxy
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Scenario 2: Site Maintenance - Continuous Availability of z/VM Guests

System z

Site 1 Site 2Metro Mirror

GDPS
K-System
(Master)

GDPS
K-System
(Backup)

LPAR LPAR LPAR LPAR

K
2

LPARLPARLPAR LPAR

K
1

VM4

proxy4

lnx41

lnx42

VM3
proxy3

lnx31

lnx32

VM2

lnx21

lnx22

proxy2

VM1

lnx11

lnx12

proxy1

lnx21

lnx22

lnx11

lnx12SSI
Cluster

Metro Mirror

Complete Site Maintenance using LGR + 
HyperSwap
1.Applications stay running – RPO=seconds, RTO=0

… Systems are moved using LGR
... Only paths to disks are switched
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What is a Relocation Domain?

VM4

proxy4
lnx41
lnx42

VM3

proxy3
lnx31
lnx32

VM2

lnx21
lnx22

proxy2

VM2

lnx21
lnx22

proxy2

VM3

proxy3
lnx31
lnx32

VM2

lnx21
lnx22

proxy2

VM4

proxy4

lnx41

lnx42

VM3

proxy3

lnx31

lnx-test32

VM1

proxy1
Lnx11
lnx12

VM1

proxy1
Lnx11
lnx12

VM1

proxy1
Lnx11
lnx12

VM1

proxy1

Lnx11

lnx-test12

VM2

lnx-test

lnx21

lnx22

proxy2

lnx21

lnx22

Site1 Systems
Relocation Domain:

PROD_R12

Test Systems

SSI Cluster:
PRODVM

Relocation Domain:
SSI

Feature-X-Systems
Relocation Domain:

PROD_R24

Site2 Systems
Relocation Domain:

PROD_R34

� Defines set of members 
among which Linux guests 
can be relocated

� Purpose
– Group type of workload 

(Test, Development, 
Production)

– Restrict guests to be 
located on members 
supporting a feature (e.g. 
Feature-X)

Naming Convention:
GDPS only works with Relocation Domains having the same 4-character-
prefix as the SSI  Name
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Scenario: Stop z/VM with implicit move away production guests

VM4

proxy4

lnx41

lnx42

VM3

proxy3

lnx31

lnx32

VM2

lnx21

lnx22

proxy2

VM2

lnx21

lnx22

proxy2

VM3

proxy3

lnx31

lnx32

VM2

lnx21

lnx22

proxy2

VM4

proxy4

lnx41

lnx42

VM3

proxy3

lnx31

lnx32

VM1

proxy1

Lnx11

lnx12

VM1

proxy1

Lnx11

lnx12

VM1

proxy1

Lnx11

lnx12

VM1

proxy1

Lnx11

lnx12

VM2

lnx-test

lnx21

lnx22

proxy2

lnx21

lnx22

Relocation Domain:
PROD_R12

SSI Cluster:
PRODVM

Relocation Domain:
SSI

Relocation Domain:
PROD_R24

Relocation Domain:
PROD_R34
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Demo

XDRSSI

BOEVMXDR

proxy

prod

prod

prod

GDPS K-System
XDR1

GDPS K-System
XDR2 (Backup)

Metro Mirror

BOEVMXD2
13 prod systems

prod

prod

proxy

BOEVMXD1
15 prod systems

proxy

prod

prod

prod Relocation Domain:
XDRSALL

Site 1 Site 2
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Scenario 1: Stop a z/VM System in an SSI Cluster

20
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z/VM Systems

Indicator:
S = SSI Cluster

Actions
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Scenario 2: View z/VM guests in an SSI cluster and move them

27
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Scenario 3: Move guests using GDPS scripts
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z/VM Systems

Indicator:
S = SSI Cluster

Actions
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End of Demo

63
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GDPS Control Script

� Test a relocation
SSIRELOC =’TEST [DOMAIN(domain_name|ALL)] 

SOURCE(sysname)[TARGET(sysname|ANY)] [USER(userid|ALL)]’

� Relocate a guest
SSIRELOC =’MOVE [DOMAIN(domain_name|ALL)] 

SOURCE(sysname)[TARGET(sysname|ANY)] [USER(userid|ALL)]’

� Wildcards are possible for domain name and userid

64
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GDPS Control Script Examples

65

SSI Cluster:
PRODVM

Relocation Domain:
PRODDOM

VM2

lnx21
lnx22

proxy2

VM2

lnx21
lnx22

proxy2

VM2

lnx21
lnx22

proxy2

VM12

lnx-test

lnx12pd2

lnx12pd1

proxy2

VM4

proxy4
lnx41
lnx42

VM22

proxy4

lnx22pd3

lnx22pd2

lnx22pd1

VM1

proxy1
Lnx11
lnx12

VM1

proxy1
Lnx11
lnx12

VM1

proxy1
Lnx11
lnx12

VM11

proxy1

lnx11pd3

lnx11pd2

lnx11pd1

VM3

proxy3
lnx31
lnx32

VM3

proxy3
lnx31
lnx32

VM21

proxy3

lnx21pd2

lnx21pd1

site 1 site 2

� Site Maintenance
Move all guests from site 1 to site 2
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM11) TARGET(VM21) USER(ALL)
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM12) TARGET(VM22) USER(ALL)
SYSPLEX  =‘STOP …’

� End of Site Maintenance
Move guests home to site 1
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM21) TARGET(VM11) USER(lnx1*)
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM22) TARGET(VM12) USER(lnx1*)

� VM Maintenance 
Move all guests away from VM11
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM11) TARGET(ANY) USER(ALL)

� Move guests home to VM11
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM21) TARGET(VM11) USER(lnx11*)
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM22) TARGET(VM11) USER(lnx11*)
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM12) TARGET(VM11) USER(lnx11*)

� Move guests on same site from VM11 to VM12
SSIRELOC =’MOVE DOMAIN(PROD*)

SOURCE(VM11) TARGET(VM12) USER(ALL)

Recommendation: 
- use naming conventions for guest 

systems in order to have “move home” 
scripts
e.g. <prefix><site index><member 
index>…

- With good naming conventions, one 
relocation domain containing all SSI 
members might be sufficient
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Summary, Best Practices – Means to control SSI via GDPS

� Use Relocation Domains
– select workload per type (test, production, development, ...)
– restrict where guests can move to e.g. limit to a specified site, hardware

� Naming Convention: Relocation domain controlled by GDPS must have the same 4-
character-prefix as the SSI  Name

� Use Naming Conventions for guest names to be able to „move home“ via GDPS scripts
� Allows to select guest names in GDPS scripts via wildcards
Examples:

– guestname=<prefix><site index><vm index><workload><nr> e.g. lnx11dv1, lnx21pd2
Allows to select all guests on a site or guest independent of workload type

– guestname=<workload><site index><vm index><var><nr> e.g. prd11lx1, dev21lx2
Allows to select guests per workload type – consider to use different relocation domains 
for that purpose

� Decide on number of members in a Relocation Domain
– 4 members

• Advantage: very flexible
• Disadvantage: guest relocation operations require to specify target

– 2 members
• Advantage: no need to specify a target in case of guest relocation
• Disadvantage: loss of flexibility

66
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Questions? 
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