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Linux on IBM z distributions

What is available today
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Linux on IBM z distributions

● SUSE Linux Enterprise Server 10
– 07/2006 SLES10 GA: Kernel 2.6.16, GCC 4.1.0

– 04/2011 SLES10 SP4; EOS 31 Jul. 2013; LTSS: 30 Jul. 2016
● SUSE Linux Enterprise Server 11

– 03/2009 SLES11 GA: Kernel 2.6.27, GCC 4.3.3

– 07/2015 SLES11 SP4: Kernel 3.0, GCC 4.3.4;  EOS 31 Mar. 2019; LTSS: 31 
Mar. 2022

● SUSE Linux Enterprise Server 12
– 10/2014 SLES12 GA: Kernel 3.12, GCC 4.8

– 09/2017 SLES12 SP3: Kernel 4.4, GCC 4.8
– Last SP: EOS 31 Oct. 2024; LTSS: 31 Oct. 2027
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Linux on IBM z distributions

● Red Hat Enterprise Linux AS 5
– 03/2007 RHEL5 GA: Kernel 2.6.18, GCC 4.1.0

– 09/2014 RHEL5 Update 11; EOS 31 Mar. 2017; ELS: 30 Nov. 2020
● Red Hat Enterprise Linux AS 6

– 11/2010 RHEL6 GA: Kernel 2.6.32, GCC 4.4.0

– 03/2017 RHEL6 Update 9; EOS 30 Nov. 2020; ELS: tbd
● Red Hat Enterprise Linux AS 7

– 06/2014 RHEL7 GA: Kernel 3.10, GCC 4.8

– 08/2017 RHEL7 Update 4; EOS 30 Jun. 2024; ELS: tbd
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Linux on IBM z distributions

● Ubuntu 16.04 (Xenial Xerus)
– Canonical and IBM announced an Ubuntu based

distribution on LinuxCon 2015 in Seattle

– 04/2016 Ubuntu 16.04 GA: Kernel 4.4, GCC 5.3.0+ LTS-Release
– 10/2016 Ubuntu 16.10 GA: Kernel 4.8, GCC 6.2.0+

– 04/2017 Ubuntu 17.04 GA: Kernel 4.10, GCC 6.3.0+

– 10/2017 Ubuntu 17.10 GA: Kernel 4.13, GCC 7.2.0+
– Lifecycle:

● Regular releases every 6 months and supported for 9 months
● LTS releases every 2 years and supported for 5 years
● LTS enablement stack will provide newer kernels within LTS releases
● http://www.ubuntu.com/info/release-end-of-life

http://www.ubuntu.com/info/release-end-of-life
http://www.ubuntu.com/info/release-end-of-life
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Supported Linux Distributions

See www.ibm.com/systems/z/os/linux/resources/testedplatforms.html
for latest updates and details.

http://www.ibm.com/systems/z/os/linux/resources/testedplatforms.html
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Linux on IBM z distributions

● Please check the tested-platforms web link for minimum required 
kernel levels

● Notes about IBM z14
– RHEL5 is not supported on IBM z14, SLES10 has not been 

supported on IBM z13 already
– Tested platforms current has the following footnote on z14:

“IBM is working with the Linux partner to support selected levels of 
the distribution on z14.”

– RHEL6 and SLES11 required at least one small patch
– RHEL7 and SLES12 run fine on z14, but do not have “z14” in the 

ELF platform name
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Linux support for IBM z14

Machine support code for IBM z14, partially already upstream
with a few more features under development.
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IBM z14 Support

● Toleration for Crypto Express 6 cards (kernel 4.10)
– Allow to use the new crypto hardware in CEX5 compat mode

● Report new vector facilities (kernel 4.11)
– Add two new features flags in /proc/cpuinfo: “vxd” for the Vector-Decimal 

Facility and “vxe” for the Vector-Enhancement Facility 1 

– No additional enablement is required, if vector instruction are available the 
two new facilities are enabled as well

● Instruction execution protection (kernel 4.11)
– Also know as non-executable mappings or short “noexec”

– New bits in the segment and page tables can be used to forbid code 
execution for a  1M segment or a 4K page

– The PROT_EXEC flag of mmap / mprotect already provides the information 
which memory regions contains instruction vs. data

– The presence of the GNU_STACK program header without the execute flag 
makes all memory mappings with PROT_EXEC==0 to be non-executable

z/VMLPAR

z/VM KVMLPAR

z/VM KVMLPAR
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IBM z14 Support: Instruction Execution Protection z/VM KVMLPAR

0000100000000001001000 rxp 00000000 5e:0d 391688       /usr/src/hello
0000100100000001002000 rp 00000000 5e:0d 391688       /usr/src/hello
0000100200000001003000 rwp 00001000 5e:0d 391688       /usr/src/hello
000159a2000000159c3000 rwp 00000000 00:00 0            [heap]
3ff816000003ff817b8000 rxp 00000000 5e:01 1183055      /usr/lib64/libc2.24.so
3ff817b80003ff817bc000 rp 001b7000 5e:01 1183055      /usr/lib64/libc2.24.so
3ff817bc0003ff817be000 rwp 001bb000 5e:01 1183055      /usr/lib64/libc2.24.so
3ff817be0003ff817c2000 rwp 00000000 00:00 0 
3ff818800003ff818a7000 rxp 00000000 5e:01 1179503      /usr/lib64/ld2.24.so
3ff818a80003ff818a9000 rp 00027000 5e:01 1179503      /usr/lib64/ld2.24.so
3ff818a90003ff818aa000 rwp 00028000 5e:01 1179503      /usr/lib64/ld2.24.so
3ff818aa0003ff818ab000 rwp 00000000 00:00 0 
3ff818fa0003ff818fe000 rwp 00000000 00:00 0 
3ff818fe0003ff81900000 rxp 00000000 00:00 0            [vdso]
3fffd2df0003fffd300000 rwp 00000000 00:00 0            [stack]

● Example: memory map of a simple program via ‘cat /proc/<pid>/maps’

r: readable
w: writable
x: executable
s: shared
p: private

 < z14: readimpliesexec
>= z14: execrequiresread, exec can
        be disabled independently
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IBM z14 Support: Instruction Execution Protection

region 3 table

segment table

segment table

page table

page table

ASCE

heap,
large page

data

0

4TB

I=0, P=1, IEP=0

I=0, P=0, IEP=1

code,
large page

code 4K RX

4K R

I=0, P=1, IEP=1

I=0, P=0, IEP=1

I=0, P=0, IEP=0

4K RW

4K RWX

I=0, P=1, IEP=0

1M RW

1M RX

R: PROT_READ, W: PROT_WRITE, X: PROT_EXEC

bss

exec. heap

z/VM KVMLPAR

virtual memory
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IBM z14 Support: Pauseless Garbage Collection

● Support for the Guarded Storage Facility (kernel 4.12)
– Designed to improve the performance of Java while garbage collection is active

– Up to 64 regions of memory can be marked as guarded

– Reading a pointer with the new LGG or LLGFSG instruction will do a range check 
on the loaded value and automatically invoke a user space handler if one of the 
guarded regions is affected

z/VM KVMLPAR

guarded
storage
area

memory

0

4TB

gsd

gseha

guarded storage
event parm. list

lgr   %r14,%r15
aghi  %r15,320
stmg  %r0,%r14,192(%r15)
stg   %r14,312(%r14)
la    %r2,160(%r15)
stgsc 160(%r15)
lg    %r14,24(%r2)
lg    %r14,40(%r14)
la    %r14,6(%r14)
stg   %r14,304(%r15)
brasl %r14,gs_handler
lmg   %r0,%r15,192(%r15)
br      %r14

gssm
gsepl

bitmask

...
lgg %r1,0(%r2)
...

user space code

ptr

obj

guarded storage
control block

implicit branch to the guarded storage event handler



© 2017 IBM Corporation15

Linux on IBM Z

IBM z14 Support: Base Kernel

● TOD-Clock Extensions for Multiple Epochs (> kernel 4.12)
– On September 17, 2042 at 23:53:57.370496 TAI the 64-bit TOD clock will overflow

– The extended TOD clock format has 8 additional bits, the epoch index

– Make Linux work with a wrapped 64-bit TOD clock and clock comparators

● Single-Increment-Assignment Control for memory hotplug (> kernel 4.12)
– Speed up the Attach-Storage-Element SCLP request

– Improves operation time for some memory hotplug operations

● Optimized spinlocks with NIAI (> kernel 4.12)
– Use the new sub codes 4, 7 and 8 of the NIAI instruction to reduce cache line traffic 

due to congested spinlocks

z/VM KVMLPAR

z/VM KVMLPAR

z/VM KVMLPAR
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IBM z14 Support: Optimized spinlocks with NIAI (simplified)

larl %r2,<some_lock>
lhi %r1,1
# spinlock loop

loop: LT %r0,0(%r2) # load and test
jnz loop # not free → loop
CS %r0,%r1,0(%r2) # lock operation
jnz loop # no success → loop
# locked section
…
# unlock operation (%r0 contains 0)
ST %r0,0(%r2) # clear lock word
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● Traditional spinlock implementation
– load-and-test to check for availability

– compare-and-swap to acquire the lock

– store of 0 to free the lock
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IBM z14 Support: Optimized spinlocks with NIAI (simplified)

CPU 0
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● spinlock implementation with NIAI
– no-speculative-load (NIAI 4) +

load-and-test to test for availability
– hold cache-line (NIAI 8) +

compare-and-swap to acquire the lock
– release cache-line (NIAI 7) +

store of 0 to free the lock

2. NIAI 8 + CS on CPU 0 3. NIAI 4 + LT on CPU 1&2

CPU 0

L1 cache
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L1 cache

CPU 2

L1 cache

0

4. NIAI 7 + ST on CPU 0

larl %r2,<some_lock>
lhi %r1,1
# spinlock loop

loop: NIAI  4,0
LT %r0,0(%r2) # load and test
jnz loop # not free → loop
NIAI 8,0 # pin cacheline
CS %r0,%r1,0(%r2) # lock operation
jnz loop # no success → loop
# locked section
…
# unlock operation (%r0 contains 0)

      NIAI  7,0 # release cacheline
ST %r0,0(%r2) # clear lock word

-

-

1

-

-

fe
tc

h 
a

nd
 s

tif
f-

ar
m

 th
e

ca
ch

e-
lin

e 
ex

cl
u

si
ve

-w
rit

e

fe
tc

h
 o

f 
th

e
 c

ac
he

-li
n

e
is

 r
e

je
ct

ed
 w

hi
le

 s
tif

f-
ar

m
ed

no
 c

ha
ng

e,
 th

e
 c

ac
he

-li
n

e
is

 s
til

l e
xc

lu
si

ve
-w

rit
e



© 2017 IBM Corporation18

Linux on IBM Z

IBM z14 Support: Crypto

● True random number generator (kernel 4.12)
– The MSA-7 CPACF extension provides a new function for true random numbers

– Add a hwrng for user space and an arch random function for in-kernel use

– A “dd if=/dev/trng of=/dev/zero bs=1M count=1” returns ~500 KB per second

● GCM enhancements (kernel, libica, openssl)

– Exploit the new CPACF instruction for aes-gcm

– Useful for a variety of protocols, e.g. IETF IPsec standard (OpenVPN), 
IEEE 802.11ad (WiGig), or Fibre Channel Security Protocol (FC-SP)

● SHA3 enhancement (libica)

– Exploit the new CPACF instruction for the Secure Hash Algorithm 3

– NIST standard released on August 5, 2015
● CEX6S and CCA 6.0 support

– New CCA function will be available with z14 and CEX6S

z/VM KVMLPAR

z/VM KVMLPAR

z/VM KVMLPAR

z/VMLPAR
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Future Linux on IBM z Systems Technology

Software which has already been developed
and integrated into the upstream packages

- but is not yet available in any
Enterprise Linux Distribution
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Shared Memory Communication over RDMA (SMC-R) and RoCE

● Shared Memory Communications over RDMA (SMC-R) is a protocol that allows 
applications to exploit RDMA (RoCE) with the socket interface

● The Linux support for SMC-R uses a new address family AF_SMC
– The addressing scheme is the same as TCP, to “port” an application to SMC-R simply 

replace AF_INET with AF_SMC:

tcp_socket = socket(AF_INET, SOCK_STREAM, 0);
by

tcp_socket = socket(AF_SMC, SOCK_STREAM, 0);

– Alternatively a preload library available in package SMC Tools at 
https://ibm.biz/BdiZ5m can be used to intercept the socket call

– Automatic fallback to AF_TCP if the connection could not be established via SMC

● A first version of the Linux code is now upstream with kernel 4.11-rc1
– The Linux variant is currently incompatible with the z/OS version

– More work on both the Linux and the z/OS side is required to
connect Linux to z/OS via SMC-R

https://ibm.biz/BdiZ5m
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SMC-R concept / overview

SMC-R enabled platform

OS image OS image

Virtual server instance

server client

RNIC

RDMA technology provides the capability to allow hosts to logically share memory.  The 
SMC-R protocol defines a means to exploit the shared memory for communications - 
transparent to the applications!   

    Shared Memory Communications
                    via RDMA

SMCSMC

RDMA enabled (RoCE)

RNIC

SMC-R enabled platform

Virtual server instance

(shared) memory (shared) memory

Sockets Sockets
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Linux structure for SMC-R

RoCE HCA Firmware / Hardware

PCI

mlx4.IB-DD mlx4.Eth-DD

IB Verbs Ethernet

IP

TCP UDP ICMP

AF_INET

SMC-R

AF_SMC Kernel space

User space
TCP sockets

User space
SMC sockets

User space
TCP sockets

LD preload lib
SMC sockets

User space
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Kernel features – crypto support

● Protected key encryption for dm-crypt (kernel 4.11)
– Consists of the protected key AES module and the secure key API module

– Allows to encrypt block devices without a clear text key anywhere in memory

– Userspace tooling for LUKS1 / LUKS2 needs more work, plain cryptsetup works
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Kernel features: PCI improvements

● PCI error reporting interface (kernel v4.9)
– Provide a sysfs interface to allow user space programs to trigger a deconfigure-and-

repair action for a specific PCI function

● PCI I/O TLB flush enhancement (kernel v4.10)
– Reduce the number of RPCIT instructions in case the hypervisor does not announce 

that RPCIT can be omitted for invalid -> valid translation-table entry updates

LPAR z/VM

LPAR z/VM
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Kernel features - miscellaneous

● Scatter-gather for AF_IUCV sockets (kernel 4.8)
– Avoid large continuous kernel buffer allocations for AF_IUCV under z/VM

● Show dynamic and static CPU speed in /proc/cpuinfo (kernel 4.8)
– Reports the static and dynamic MHz rating of each CPU

● Add leap seconds to initial system time (kernel 4.8)
– The current number of leap seconds is a configuration setting of the local machine

– If the leap seconds have been set correctly they must be subtracted from the TOD 
clock to determine UTC

● Performance enhancement for RAID6 gen/xor (kernel 4.9)
– Speed up the RAID6 syndrome and xor functionsq

● 5 level page tables (kernel 4.11 / kernel 4.13)
– For x86 machines support for five level of page tables has been introduced with 4.11

– The z Systems support is planned for kernel version 4.13
● The user space address limit for z Systems will be 16EB-4KB

z/VM

LPAR z/VM

LPAR z/VM

LPAR z/VM

LPAR z/VM

KVM

KVM

KVM

KVM
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Kernel features - miscellaneous

● IBM z13 specific CPU-MF counter event names (kernel 4.12)
– Add the model specific counter event names of the CPU-Measurement Facility

for the IBM z13 machine

– Allows to use symbolic names instead of the raw event names ‘r[0-9a-z]*’

– Use ‘lscpumf -C’ for a complete list

● IBM z13 Multi-Threading CPU-MF counter set (kernel 4.12)
– Add support for the MT-diagnostic counter set introduced with IBM z13

– Provides access to the counters MT_DIAG_CYCLES_ONE_THR_ACTIVE and  
MT_DIAG_CYCLES_TWO_THR_ACTIVE

● Live patch support (kernel 4.12)
– Add the architecture backend for z Systems for live patching

– Provides the basis for the kGraft and kpatch solutions, both allow to update a 
running kernel with critical patches without a downtime

LPAR

z/VM KVMLPAR

LPAR
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Linux common code enablements

● KCOV support (kernel v4.8)
– Aka “Kernel coverage information”

– Exposes kernel code coverage information in a form suitable for coverage-guided 
fuzzing (randomized testing).

● UBSAN sanitizer (kernel v4.9)
– Aka “Undefined behaviour sanity checker”

– Uses compile-time instrumentation to detect undefined behaviours at runtime.

● CMA support (kernel v4.10)
– Aka “Contiguous Memory Allocator”

– Allows subsystems to allocate big physically-contiguous blocks  of memory.

z/VM KVMLPAR

z/VM KVMLPAR

z/VM KVMLPAR
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Questions?
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