z/VM
7.3

Performance

—

—

- - .

- Y E————
[ —— -
- - . .
I S S W E—
I 7 E—




Note:

Before you use this information and the product it supports, read the information in “Notices” on page
251.

This edition applies to version 7, release 3 of IBM® z/VM® (product number 5741-A09) and to all subsequent releases and
modifications until otherwise indicated in new editions.

Last updated: 2023-05-04

© Copyright International Business Machines Corporation 1990, 2023.

US Government Users Restricted Rights — Use, duplication or disclosure restricted by GSA ADP Schedule Contract with
IBM Corp.



Contents

FiBUI S cuuiuiieiieiiiiiiiiiiiiiiiiiieiieiieitetentaetsesssstestastostossassassasssssssssessessassassassassssssnssns Xi
L= 1 (=N Xiii
About This DOCUMENT......c.ccuiiuiiiiiiiiiieiieiieieiiettettestesiestestastsssasssssssssessassassassanss XV
INTENAEA AUGIENCE. .. eiiiiiiieiieeeete ettt sttt ettt e e st e st e e s st e s be e st aesabeesbaesateebaesasesnsaesssesnsaesssesnsenn XV
Where to FINd More INfOrmMation.....coiieieeiiiiiieniieeente ettt e st sae e be e saaessbeesasesbeesanesssaesanesnsenn XV
Links to Other Documents and WEDSIEES.....cuivciiiriiiiiieeeeectenee sttt sae st ae e st e saa e s XV

How to provide feedback to IBM........ccccciieiieiieiieiiiiiiiiniieniecienieniesiecacsscsnssnsses Xvii
Summary of Changes for z/VM: Performance........ccccccecieiiieiieinienieceinenncecnecanennes xix
SC24-6301-73,Z/VM 7.3 (MAY 2023)..ccueeciieeerierriieesieeeessessessesssessesssesesssessssssesssessesssessasssessesssasssessasns Xix
SC24-6301-73,Z/VM 7.3 (SePLeMDBEr 2022)...c.uiciiiierierierieseesieseesseseesseessessesssessesssessesssesssssessesssesssens Xix
SC24-6301-10, Z/VM 7.2 (MAY 2022)..c.ueierieeeriercresreesseseessesssessesssessesssesssssesssessesssessssssessasssesssessessssssasnns XX
SC24-6301-09, Z/VM 7.2 (DECEMDBET 2021)....uicceiirieierieririseesieeeessessesseessessesssesssssesssessesssessesssesseessesses XXi
SC24-6301-08, Z/VM 7.2 (JULY 2020)..cueiiiireeirieeeniesiesieeseseesseseessesseessesssessesssessssssesssessesssessesssessesssenes XXi
SC24-6301-07,Z/VM 7.2 (MAICh 2021)...ccueiciieeeiierienieetesieeiesessseseessesssessesssessesssesseessessesssessesssesssessenns XXi
SC24-6301-06, z/VM 7.2 (September 2020).......ccceeiererrereeriereesesseeseesseseesseseessesssessesssesesssesssessessns XXii
Part 1. INtroduction.......cccuciuiieiieiieiieiieiieiieiiiiiiiiieiietiesiesiesiestatscsssssssssssssassassassas 1
[0 0 F=Y o1 4T o R 1 Y { oo [T o3 1 o] o SRRt 3
Conversion or Migration Performance INformation..........cueieciieiciee ittt 3
Chapter 2. Characteristics 0f @ Z/VM SYSTEM....cccuiiiciieicee ettt et ete e e nte e s rte e e e te e s ataeenes 5
Real ProCessor ManagEMENTt........uiccuiieeiiieeiiee ettt eeite e ettt e ecteeeetteeestaeeessaeessaeessseessseesnsssessseessseesssnenn 5
Master aNd AlLErNATtE PrOCESSOIS. ....uiiiiiriieiieeiieeitestesrteestesrteesieesteesteesseesbeesasesseesasesseesssesnsessns 5

Virtual ProCessor ManageMENt.......ccccieeeciiieiieeciie e et e eciee e stee e e tee e e stee e s bee e sbeeeebeeesabaessabaeesnsaesenseeennees 5
Virtual Machine Scheduling and DiSpatChing.....c...cccuiieiiieeiieecceeeceeee e e 5
Scheduling and DiSPatChing LiSTS.....ccccuiiicieeicieecciee et cctee ettt e eete e eete e sevteesrtee s rteesessaesesaaeenns 6
SCHEAULING OVEIVIEW..c..eiiiieiieeciie ettt eeite et e etee e e te e e s teeesteeeetaeestaeesataeesssasesnsassansaeesnseesantesessaeanns 7

DOFMANT LISt utiitiiiiieiiieriieeiterte et estesste et e ste s teesseessteesaeessbeessaessseesbaesaseenbaesasessseesssesnsesnsaesnseensesnnns 8

ELIGIDLE LiStueiuiiiesiierieseeitiseestesteste st e se et e ste e te s e e s te et e sbe e sessaesbeeseesseessesseasseeseesseensessaessesseensesnsessennses 8

DY o T= N (ol o T Ry ST 10
Summary of Scheduling and DispatChing LiStS......cccviieieiiiiiee et e 12
Scheduling Virtual MULLIPIrOCESSOIS. ....ciiciiecieeecciee ettt e tee e etee e te e e e e e s e be e e e vee s e beeesasaeennes 13

ENtering the ELIGIDLE LiSt.....cci ittt ettt ee e e e eate e et e e s rt e e senteeeenteesnteeenns 13

ELAPSEA TIME SLICE..ci ittt et e e te e et e e e e tte e s ate e sesteesnteeensteeenstaesnstassnsseesnns 14

=0l o TET o oY 4 2SS 14

Leaving and Entering the DiSPatCh List......ccueiiciii ittt 14
Selecting Work for Dispatching (the DiSpatCher).......cocuvieeeiecceeee e 15

Selecting Virtual Machines to Be Added to the Dispatch List (the Scheduler)........ccccocvervveennnnee. 16

D1y oT= N (ol T o o] 1 4SS 18
Resident-Page Growth LimMit.........ceeoeiiiieie et ae e e te e e e te e e s aee e srae s e rae e e 18
DispatChing VirtUal MAChIiNES........uii ittt ettt stte e e ste e e e tr e e s bae e s bae e sbaeessaeesnbaaenans 19
DiISPALCN TIME SliICE.ccutiiieiie ettt e e te e e e te e e e te e e eateeeesteeeenteeeessaeeesseeessseeenssaaanns 19

Pt =To IS Yel aT=Yo [0 L1 Y= RPNt 20
INTEIACTIVE BIaS...iicuiirieriiiniiisieiiieesite st esit e st e et e st e sbeesaeesbeesseesaseessaesssesnbeesasesnseesssessseenseesssesnseenns 20



[ (0] o] A (o] A = =TT 21

Use of Hardware Timing FaCilitiES.....ciecuiiriiiieiiiiriieeesieeste sttt see e s see e s siae e ssee e s ee e ssaeeessaeas 21
b YA 7l o 1T 01T o BT E] o T- (o] o PSR 21
Simultaneous MUltithreading (SMT) ... uei et st e e te e e e s aeesae e sneeeseeenes 21

Part 2. Planning for Performance........ccccceiuiieiiiiiinicienienieniniinincinecnsisresiesiecees 23

Chapter 3. z/VM Performance GUIAELINES. ......c..uuiieiiciieee ettt eettee e eeette e e e e te e e e s e sbee e e s e vsee e s e enneeeeesnnns 25
Performance Planning and AdminNiStration........ciiieeiiieeiniieiniee et ssee e ssre e st essee e s see e ssaee e saeas 25
Performance CoNSIAEratioNS. . ...uiieciieeieeeiie ettt ettt e sre e s e e st essaee e s abeessabeesssbeessnsaesnaseessnsens 25
Major Factors AffeCting PerformManCe.......cuiiviiiriiiiieieeecieeete ettt saae e s siee e s e s saae e ssaae s 26

Speed and NUMDbBEr Of PABiNgG DEVICES.....ccccviiriiiiiriiteniieesieeessieeessieeessieeessieeessseeessaeessnseesssnseesnnens 26
Real StOrage (MEMOIY) SIZE.....iiciieieeceeeieeceeete st esee st e st e steesreesteesseesreeeseessseeseesssesnseesseeensennes 26
= I o 1ot =T o] g 01T T USSR 27
WOrKLOAd CharaCteriSTiCS. .uiiiriiiiiiieieiee ittt ettt ssre e s site e st e e seste e ssateesenteessseaessnsaesaneaesnns 27
CP PerformanCe FaCIlitiES. ...uuiieiiiieiieieiteeeiie ettt s e e s e e s sae e e s bee s ssbe e e sbte e sateesseaesneaesnneas 28
Virtual Maching MULIPrOCESSING. .....ciieiiiiiiiiieiie ittt sttt e st e s s e e s s sbe e s s beessabeessbaeesaseeas 30
System Scheduling Control OPiONS......uiiiciiieiiieecieeecre ettt see e s sae e e s sbee e s sreeesneee s 30
SCheduling Share OPTiON.....iiciii ettt erte et e e st e e sbte e sbeeessbteesbeeesaseeesseessseeesaseeesnns 32
Scheduling Maximum Share OPtioN....c..iiiiiriieeieceie et sae e s saae e s saeessaeae s 33
Scheduling Maximum Share Using CPU POOLS.........cocciiiiiiiiiiieiieennieessiee s e e e ssveessaee e 34
(O8] o] gl B T<] oF- 1 {od o 1K @] o) {To 3 VUSSR 34
Reserved Page Frames OPtiON. ... i iieriiienieesrieesiiee st e ssteesssreessbeessaseessbeesssseessnseesssseessases 35
(o Tol o =Ta I oY= TN O] o) Ao PO 36
Collaborative Memory Management ASSIST......uiiciiiiiiieriiieniitessieessreessreesseeesseeessseesssseesssseesas 36
Real Channel Program EXeCUtioN OPtioN.....c.ccivcieiiiieiiiietiiiee e sieessieesseessree e sreessseessveessnnas 37
Named Saved SYStEMS (NSSS)....uuiiiciieeeiieeeiee et et e et e eete e e te e e tteeeeateeeesteeessseeeesseasesteesasseasnes 37
ST A= Ta Y=Y {1 1 1= o) (3PP R 39
VM/VS HaNASNAKING....cocveiiiieeiiieeiciee ettt sste st e s site s siee s saee e sbee e sbeeesseeesabeesssneessaseessnseessnsens 39
N T a e 111 S 0%= Tl 1 1= PO 40
RV = = ] o = Vod -SSR 43
Y o ool N ST Lo Lo T1 AT 112 Y { o] 3 VOSSR 44
File Caching Option for CP-Accessed MinidiSKS.....cccvuruiiiiiieiniiieiiieeerieessieessiee s e sieessvee s 44
[ (oY A L@ I B L=y {=Toq 1 o] o TR 45
VirtUal DiSKS IN STOMAZE. . eiiiuiiiiiiieiiiteeiite sttt sttt e s st e s st e s s be e s s bee e sabeeessbeeessseesssseessnses 45
| 7O I I a1 fo 1 {11 o ¥ =S OO 46
I/O Priority QUEUBING. ..cccvieiietieiectie e ettt e ettt e ettt e et e e sttessteessbeessabeeesabeessseesssseessssaessssaesnnseessnseesnnsns 47
Enhanced QDIO PerfOrmManCe....cuuuuueeeieeeiiiieeeciiitteeeeeeeeeeeeeeeearrraeeeeeeeeeeesesssssssseseesseeeessesensssssnes 47
Parallel Access Volumes (PAV) and HyperPAV for guest I/O to minidisks......cc.cceeeeereeecieeneennnen. 48
HyperPAV for the Paging SUDSYSTEM.....cciciiiiiiiiiiecteeee sttt e s e 50
Sharing HYPEIPAVY ALIBSES.....cciiiieiiiieiiiieescieesete e st e ssite e sreesssaee e sbeeesebaeesbeeesbeessseessnseessnseessnses 50
Performance Guidelines in a Virtual Machine EnVironmMeENt.......cceovviiieciiiniieinieceeecsee e 50
Adjusting the Minidisk File CAChe SizZE.......uiiicuiiiriiiieiiieeieeete ettt srae s aae e s saae e ssaaee s 54
Guidelines for Virtual Maching StOrage ......cuecuiiiiiiiiiiieirieeriteeste st e s e s be e s s e e s ssaeeas 55
Page Tables, Segment Tables, and Higher Level Tables........cccvvviiiriiiiniieiniiceecceeeceee e 55
ST A= Ta Y=Y {1 1 T=T o) (3RS 55
Increased Paging on CMS INtENSIVE SYSTEMIS....uiiiiiiiriiieriiteriie et ee st see e see e s siee e s saeeessaeeessaeeessaeas 56
Preventing Oversized WOTKING SETS.....cuiiiiiiiiiiiieriieesritesstte st ssre et e st essbe e s s aee s s e e s sbeessans 56
UsiNg LogIiCal SEEMENT SUPPOI...ciiiiiiieiieieie et ertte st et e st e st e s ste e s sae e s ste e s sateessseeessseaesnneaas 56
Creating a Saved Segment That Contains CMS, HELP, and INSTSEG Modules.........cccceeveirvieennns 56
Dynamic SMT t0 ComMPAre MT-=2 10 MT=TL......uuiiiiicciieeecciiee e eecreee e e eete e e e ee e e e e s e snreee s s e saeeesesnnsaeeesennes 59

Chapter 4. SFS Performance GUIAELINES. ........uuiiiei ettt e e e e tee e e e e veee e s e esrae e e e ennaeeeeennenes 61
MULLIPLE FIlE POOLS. . utieee ettt ettt e e ee e e e et e e e s et e e e e e e e steeeeeesbteeeesnstaseesanssasasesassenassennse 61
CP TUNING ParamEterS. .. uiiieiieieiieieiieesiteesite e st e e s sttessstesssbeeesbeeesseeessteesseeesssesanssessnssessnsenesssseesnnees 61
CMS TUNINEG ParamMEterS....uuiiieiieieiieieiieeeeiteesite e sttt e s iteessteesbteesbaeesbaeessaeesssaeessaeessseesnseeessseesssseenn 62

DY AN B o Yot =Y 0 0 1] oL OO 62



VAN D= L= Y o = ol =3P 63

R OV ettt e s s e s e e s s e et e e e e e e e et ettt et e et a e bbb e b aeaeeaeeeeeeeeeeeeeetetteneerrranes 64
(081 r= 1o ]l 2= To T = F- Vo 4= L o] o ST P URT 64
S RSl 2Y o] o1 TF= ¥ o] 2 - 64
Chapter 5. CRR Performance GUIAELINES. ....c.uuiiieeeeciiieeeectttee e eectte e e e et e e e tee e e s enrae e e s eennteeeesennseeeesennnens 65
CRR SEIVEI MACKINE .. ittt ettt e s ate e s bt e e s bte e s ate e s sbe e s sseesssseesassaesnseesanseens 65
CP TUNING ParamEterS. ... iiieiieieiieieiieesiteesiteessteessieeesstesssbeeesbeeesbeeesseeesseessssessnseessnsseesnseessnsseesnnees 65
CRR LOES .. ttteeeuitttee ettt ettt e ettt et e ettt e e e e st e e e e e s s bt e e e e e asee e e e s nbete e s asete e e e asseeeeeenseeeeeenneeeeseanreeaeanan 66
Application Programs that USE CRR......coccuiiiiiiiicieecteecte sttt sttt e sre e s sbe e e sbae s saaeeens 67
(01 3] 3 =Y (Tod ] o Y- 4 o 1SS 67
Chapter 6. AVS Performance GUIAELINES.......cuii ettt ree e e e e ctrre e e s erre e e e sereee e s e e enraneeeeas 69
Chapter 7. TSAF Performance GUIAELINES........cii ittt e e e e e e e abee e e s ba e e e s e nneee s 71
CP TUNING ParameEterS. .. uiiieiieieiieieiieesiteesitees et e sieeesbeessbeeesbeeesbeeesseeesseeesssessnseessnssessnseeesssseesnsees 71
Line Performance CharaCteriStiCS. i iiiiiiiiriiieriieeiiee sttt et e ssite e s saee e sssae e s saeeessaaeesseeessaeesnseesn 71
APPC Link and VTAM PerfOrmManCe.....c.uiieciiiriiiesiiteeiieesiieessiteessiteessseeessseeesssseesssseesssseesssssesssssessnseess 71

Part 3. Monitoring z/VM PerformancCe......ccccceieiieiininncnecnecrecienieciesisscacscsecsessessesee 13

Chapter 8. Monitoring System PerforManCe......cuiiiciei ettt ssaee e ssate e seareesreeesraeesans 75
Performance MONITOIING. .....oiiiiiiiieirieecte ettt ste e st e e ste e e sbae s sbaeesbaeesssaeesaseesssaesssaeanns 75
INDICATE COMMANTG..iiiitttiiiiiiiiieeiiieeieieeseteesseeessreeeseseesssseeessseeesaseesssseessseesssseesssseesssseesssseesssseessssens 76

INDICATE USER.....uiieiieiiecieesteeete et este e teestee e te e seessteeseesstesssaesssesnseessessnseenseesssessesssessnsessseesnsenns 76
INDICATE USER EXPANDED......ccccttiittieieeiterete st eetteetessteeseeesseesseessteasseesssessseesnsesseesssssnsesssssansenns 76
INDICATE LOAD. ... it cieecteeeteeeeste e ste et estesste e s te e aeesseeentessseessseeseesnsesnseesssesnsesssessssesnseesnseanseessenans 76
INDICATE QUEUES. ... eeeeieete ettt et este et estte s te e s vae s teesae e saae e seesstaeseesssesnsaesseeensaesseesnseassennns 77
INDICATE I/O.ctiiitiesiee et esteeste et estteeteeste e st e e te e s st e e seesseesssaesseesnseeseesnsesnseesnsesnseesseesnsesnseesnsesnsennns 77
INDICATE PAGING....cctteitteeteeiteesieeseesteesteesseessseesseesssessseesnsesssessssessseessesssseassessnsesssessssessseesssesnsens 77
INDICATE SPACES.......oi it etieeteeteestteete e st e stesteesseessteessaestessseesssessseeassesseesseesnsaenseessseesseesssesnsenns 77
INDICATE NSS....iiiiieeieeiteeieestteste et e s tessteesseeete e seesseeeseeasseeseeasseesseesseesnseenseesnseeseesssesnseessesensens 78
INDICATE MULTITHREAD. ... .ot i cteeieeceeete et estteeteesteeste s teestesseesnessseesssesnsaesseesnsaeseesnseenseesnsennses 78
(0] 1 =T g 00T 0 a1 1 gF=12 o E= TSROSO 78
QUERY AGELIST .....uiiicieeieeiteesteete et e e te st eeteesaeessea e beesseesseesseessseasseessseassessnseenseesssesnseessessnsennseenn 78
QUERY FRAMES.....co ettt ettt e e te et e st e st e e s ae st e e saaesateesseesate e seeestaesseesnseenseessseenseesssesnsenssenans 78
QUERY SXSPAGES.......ooictieieeceeete et e ete st e st e steesteesteesbeesateesbeessseesseesnseesseesseesnseesseesseesseesnseesseenns 78

Chapter 9. Monitoring Performance USiNg CP MONITO.....c.cccuiiviiiiiiiieiiee ettt s siee s svee s svae e 79
Monitor System Service (FMONITOR).......uiiciiieeeiee ettt e eeteeee e e e teeeebeeeesteeeeabeeeenseeeessaeeesseeanns 79
oY a1 (o] D - FO OO 80

TYPES Of DAta COLLECTION...iii ettt e e rre e s e e rte e e e eeanr e e e e eenraeeseeensseeeaaan 80
MONITOr DAta DOMAINS.ccicuiiiiiiei ittt ecte et esrte e s erte e setee e ssree s sbeeesbeessbeeesseessaseessseessseessseesnnnes 80
CP MONItOr COMMANGS...tiiiitiiieiiieeitieeiiteeste e st e sttt essaeeessbeeessbeeesssseessssaessssaesssseesnsseesssseessnseessseesnsees 81
SET MONDATA COMMANG...iiiiiiiiiiiiiieiiiiteriieeniieesiteessteessteesssseesssseesssseessseesssseesssseessseessseesssseesas 81
QUERY MONITOR COMMANG...utttiiiiiiiiiiiiiiiiiiiiriieeeeeeeeeeeeeeeessseseeseeseeeeessesssssssssssssseseseessenssssssssssees 81
QUERY MONDATA COMMAN..uttttiiiiiiiiiiiiiiiiiiiriereeeeeeeeeeeeseisssseseereeseseessessssssssssessessesssesesssssssssseeses 82
(04 7 To] oy (o] U1 1] UL AT 3PP 82
MONWRITE......eieieeiteeieeiteeeie e st e steesteesee e teesseeeteessee s te s seesssaesaessseessaesssesnseasseesnseeseesnseeseesssesnees 82
MONWSTOP....cceeeteeete et este et e st e e te e ste e st e e teessee e te e seeesseesseeenseaseeaseeanseeaseesnsaesseesnseenseessseensensseenn 82
The MoNitor SAVEA SEEMENT.... ..ttt ettt e st e s be e s s abe e s sabeessabeessaseesssseessaseas 82
Creating the SAved SEEMENT ...ttt see s s bee e s bee s sbee e sbee e sbeessabeessanes 82
Calculating the Space Needed for the Saved SEgMENT......cccviveiiiiciieiiiiee e 83
How Space Is Partitioned in the Saved SEgMEeNt.. ...t 87
The Virtual Machine to Collect Data RECOITS........iiiiiiiiiiiiiiieiieecec e see e s eaee e 88
FMONITOR OVEIVIEW.ueeeureeiteeeuieeiteesteesreestessseesseeesseesseesseessessssssssesssssassessssesssessssssssesssessssessseesssenns 89
Sample Directory for the Virtual Maching........occuiiiiiecciiee et eane e 89



vi

The MONWRITE PrOSIam....cccccueeiiiieiiieeriieesiteesiteesseeessseeesssseesssseesssseesssseessssesssseesssssesssseessseesas 90

1o T 1A (o @] 01T = o o [T SR 90

An Example of Monitoring for Sample Data........cecveieieiiiiienieeeieecieessre e 91

An Example of Monitoring for EVENT Data.......ccuciiiiriiiiiieeiieeneiee et sere e sseeesseeessseeessneeesnee 91
Stopping the Collection of MONITOr RECOIAS......ciiiiiiiiiieiiieeieeriee et re e s e s saee s 92
System Shutdown and Hard ADENAS......ee i eree e e e rer e e e eree e e e e nnreeee s 93
Enabling MONITOR and MONWRITE: AN EXaMPLE..cccutiiriiieiiiieiniieenieessitessieeesseeessveeesveessveeens 93
Performance Considerations (MONITOI).......uiccieeieicieecie ettt e ee e e see e e st eesae e saaeeeeenes 95
Chapter 10. Monitoring SFS PerfOrmManCe......ci it icieiiiieescie et ste e see s svee e sree e sree s sbee s sbee s sseessbeeesans 97
Chapter 11. Monitoring CRR PerfOrManCe......coccuiiiiiiiiiiieinieeeeieessieessteessteesseeessteessseeesssseesssseessnsaesnnes 99

Part 4. Tuning z/VM PerformancCe......cccccetvieineinecnecnecrensessesressessassssssscsecsessessesses 101

Chapter 12. TUNING YOUE SYSTEIM .. .uiiiiiieiiiieticieesiteesete e sttt e site s ssitessaeeesbeessbeeesseessseessseesssaessseessnses 103
TUNINE OVEIVIEW..c..uuiiiiiietiiieesciteeseiteesetteeseiteeseteeeseseessbeeesseessasaesssaessaseessaseessseessnseesssseesssseesssseessnsees 103
What Is the Value of Performance TUNINE?.......coiiuiiiiiiiinieinieesree st siee s ee e svee e s iee s s 103
How Much Can a System Be TUNEA?........uii ettt e e et e e e e veae e s s e saaae e e s e nnaeeeeeanns 104

A Step-by-Step APProach 10 TUNING.....cuiivcieiiiee ettt see s see st e s s e e s sbee s sabeeesanes 104
Virtual Maching RESOUICE MaN@EET....ccccuiiiiciiiiiiieieiieeecite ettt essieesssiteessreeessreesssbaesssaesssseeessaeesane 104
High Frequency User State SamMPLiNg.....ccciiieiiiiiiiieiieeeitessiee sttt e s sbe e s sbe e s 104
What IS the SChEAULEI?..cceeiii e st see e s ae e e s e e e s bae e sases 105
Controlling the DISPATCR LiST.....uiieiiiiiiiieeiiierieeesie ettt see e s see e s saae e s saee e s saae e s saeesaeas 106
ALLOCALING SYSTEM RESOUITES....uiiiiiiiieiieieitteeieeeetteestee e st e e steessteessteessteessssaesssseessseesssaeesssaesnnee 106
ALLOCATING PrOCESSOIS. .uiiiuiiieiieeeitteeeiteesrttee sttt e sttt e sstaeesasteesasaeessseeesssseesssseesssseesasseesssseesssseesssseenn 106
SET SHARE COMMANG...iiiititiiiiiieiiiieiiitesiiee st e ssiteessieesssraessneeesssseesssseesssseesssseesssseessseessssesssssees 107
USING CPU POOLS....etiiiiiiieiteeeiie sttt s st s et s st e sttt e s saee e sssaeessteesaseeessaeesaseaesasseessenesnsseesnnseenn 109
SET QUICKDSP COMMANG....cciiiiiiiitiriiiiiieeeeeeeeeeccirireeeeeeeeeeeeeeesassssseeeseeseeseeesssssssssssssesseseessesnanes 112
Tuning the ProCessor SUDSYSTEM.....ciiciiiiiiiiiiee ettt ee e s re e s s e s s beeesanees 112
DiSPlaying ProCESSOr USE....uiiiiiiiiieiiiieeiiiee st e st e seiteeseieeessaee s ssrtesssseeessbeesssseeessneessnsenssnseessnsens 113
CoNtrolling ProCESSOr RESOUICES. ....ciicieiieieeiieessteeseitee sttt e ssieeesereeessreesssseesssseeesneessseessseessssees 113
Setting Upper Limits on the Real Storage Users Occupy (SET SRM MAXWSS).....ccceevverveeveenne 116
Tuning the Paging SUDSYSTEM....ciiiiiiiieeiiee ettt ee s s sree e st e s s be e e s bee s sbeeesbaeesaneas 116
Displaying Paging INfOormMation.......cciieciiiriieieieecrite ettt ee e s see e s sae e s see e s saae e s saeesneas 117
CoNtrolling Paging RESOUICES.....ccccuttiriiieieiiieeite ettt e sireessteesseeessieeessbeeessseeessseeessssaesssesesnssassnnens 117
TUNING the STtOrage SUDSYSIEM. . ittt s e e s s aee e ssaeeesneas 118
Displaying Storage INfOrmMation.....c.civcieiiiieiiiieecte ettt e st e s s ae e s s beessaeas 118
Controlling STOrage ALLOCATION.....cccuiii ittt e s e s see e s saae e s aae e ssaeeessasaesnaeas 119
TUNING the I/O SUDSYSTEM....iiiiiiiieiieecce ettt e s st e e s bae s sbae s sbaeesbaeesbaeesane 121
Displaying I/O Information (INDICATE I/0)....ciiciicieiiieniesieesreesteeteesteeseeeseeseeesseessessseesnsenns 122
Using the Subchannel Measurement BLOCK.......c.ciiriiiiiiiiiiiiiiieeciec e 122
CONLrOLlNG I/O RESOUICES....ciiiciieiiiieieiie e ettt eeite e stte e st e s st e s s teessbeessbeesssbeesssseessssaessssaesnssnesnsees 123
TUNING HOT I/O DELECTION.ccctteieiieeeiteeettee ettt et eite st e st e e s sbee e s e e s sbeeesbaessabaeesaseeesasaeesnns 124
Sample Performance Problems and SOLULIONS......c.uuiiii ittt 125
Poor Interactive Response Time (GENETAL)......cccuiecciieeiieeeeeeeeciee e eeee e e e eereeeeree e aaeeeenseeens 125
Poor Interactive Response Time (with a Large Number of Interactive Users)......cccecueeeveerneennee. 125
Poor Noninteractive RESPONSE TIME......uiiiiiciiieicccieee et eecere e e e ere e e e eesbr e e s s e baeeeseenseeeeesanns 126
Low Paging Rates (with the Number of Loading Users at a Maximum).......cccceeeeereeeireeneessvennne 127
TUNINE SUMIMAIY . .uiiiiiiieiiieeietteseieessteessteesseeesstaesssseessseesasseesssseesssseesssseesssseesssseesssseesssssesssseesns 127
Chapter 13, SFS TUNMING . .iiiictieieiieeeitteeeitte e ettt e ettt e steeeseteessteeesbeeesbaeesasaeesasaeessaessseessseessssaeesssaesssseeenns 129
Solving SFS Performance ProblemS........ii ittt sttt s e e s ve e s ae e s sbeesssbeessanaeeas 129
Potential SFS Performance Problems.. ...ttt saee s 132
EXCESSIVE REMOTE USAZE.....uiiiiiieiiiieeiciiee sttt ste e srte e s eite s sree s sbee e s bt e e sbee e sbaeesabaesssaessaseessanes 132

D L= I oF- (ot Y3 Lo} A U1~ RS 132
Need More ProCeSSIiNG CapaCity.. ... eeicieereieeiiieeriieeseieesoieesesteeseseeeseseeessseesssseessaseessaseesssseessane 133



Not ENOUZh Catalog BUTfErS.....uii ittt ettt st e s e e s sbee s 133

Not Enough Control Minidisk BUfers........iiiiiiiiiiiiiicriee sttt 133
SFS Cache i TOO SMAllcciuiiiiiiiiieiieieiieeeite ettt s e s saee e s see e s sbbe e s sseeessaeaessneaesneeas 134
Minidisk Caching NOt USEd......c.ciiiiiiiiiiieiiiieieieeeste ettt et s s e e s sae e s sabe e s s aeessaeesnaeeas 135
I/O ACtivity NOt BAlanCEA.......uviiieiceiiieee ettt ettt e et e e e ree e e e e srte e e e s s nbe e e e eennbeaeesennsreneas 135
Catalogs Are Fragmented......ccciiiriiiriiiieiieeeiieeete et sae st e s saee e s aae e s sabe e s saeeessasaessaeaessnsaesnnnas 136
LOgs NOt 0N SEPArate PathS.....cicciiiiiiieieeeieeete ettt s e e e ssaee e saeeesneee s 136
Need More Channels or CoONTroL UNITS......civcieiiiiieiriieiiiieeeie sttt s st e s sbee s ssree s svae s ssaeesane 136
Need MOre DASD ACTUATONS....cciiieciei ittt ccte et eite st e st e e st e s sbe e s sbeeesbeeesabeessbaessssaesnnses 136
Excessive External Security Manager Delays.......ccieviiiiiieriiieiieeenieessiee st svee s see s 137
EXCESSIVE DFSMS DELAYS......utiiiiiectiiee e ettt ettt e e ctee e e s ectre e e s e ettt e e s s eabee e e s snbeeaeesensteeesesssenesnans 137
Excessive Logical Unit of Work HOLdINg TiMe....cccuiiiiiieiiiieiniieitessiee st ssee s e s siee e see s 137
INSUTTICIENT REAL AGENTS .. eiiiiiiieeiieceee ettt ettt e st e s s e e s s e e s s e e e ssbeessabeeesans 138
TOO MUCKH SEIVET PABING...ciiiiiiiiiiiiiiieiiiee sttt st e seeeeseiteessateesesee e ssteessteessseeesaseeesansessaseaesane 138
Server Code NOt in @ Saved SEEMENT.....ciiiiiiieeeireeerecete e see e s ee e s rae e ssaee e saees 139
SErVEr Priority iS TOO LOW...uiii i iiiieecciiiee s eecitee ettt e e s e ttre e s e stte e e e senvee e e seabaeeeseensseeeesenseneessnsenes 139
(010D 0] [0 ] (o) ST 01T o 11T o SR 139
Server Utilization iS TOO HiZh.....uiii ittt s ae e s sae e s 140
TOO Many Catalog BUTEIS.....uiiiiiiiiieieee ettt st aee e s saae e snae e saees 140

Y N | N 0= Tol s T o Lo To l - T = (= T PPN 141
Users Not RUNNING IN XC MOGE.....ciiiiiiiiiieiiiieeciieeeite e eite st ssieesstee s sbeessbaessbaesssaessssaesssaesnns 141
NEed MOre REAL STOTAZE. .. .uiiiiiiiiiee ettt st e st e s s e e s s e e e s e e e ssbeeesabaessseessasens 141
ACCESS CONTENTION.ccittitiiiieieieerrtte sttt e s s e e s s be e s s bee e s bee e s beeesbeessaseeessseassnseassnsenssnsens 142
File POOL Capacity EXCEEUEBM. ......uuiiiieiieee ettt tree e e e e e e e s bt e e e s enbteee s eesnaeeeeennnes 142
Chapter 14, CRR TUNING....cicitiiiieeeiieesiieeseteessiteessseeesaseeesaseeessseeessseeesasseessseesasseesssseesssseesssseesssseesssseesns 143
Solving CRR Performance ProblemS.. ...ttt sttt sttt ee e sste e sesee e ssseeesneaesnns 143
Potential CRR Performance Problems.. ...ttt sttt 144
Minidisk Caching Being Done for the CRR LOZS......ccoiviiiriiiiniieiniieeneeesieessieessiee s sveeesvee e 144
LOgs NOt 0N SEPArate PathS.....coccuiiiiiiiieitieetecce ettt ssaee e s saee e saeeesaeee s 145
INSUTTICIENT REAL AGENTS .o ittt ettt et e s e s s e e s s be e s s beeesaseessabaeesanes 145
TOO MUCKH SEIVET PABING...ciiciiiiiiiiiiiieiiee sttt e st e seeeseste e sateesesteesseeesesteesseeessseaessnsessaseaesane 145
Server Code NOt in @ Saved SEEMENT.....ciiiiiieieieeereeete e ee e s ee e s srae e ssaee e saees 146

Y= RV ol o] 01 4 E- Ko o TN I ) S 146
(010D 04 [0 IS] (o) ST 01T o 11T o SR 146
Chapter 15. AVS TUNING ParamMeEterS.....coicuiiicieiiiieeiiieesiiteessiteessiteesieessseessbeessbeessseesssseesssseesssseessnses 149
PaUSE Parameters. ... . ettt ettt ettt e sttt e e s et e e s e et e e e s e rete e e e e net e e e e e nraeeeeennees 149
VTAM—VM Request Transformation Control Parameters.......ccccveeeeeciieeeeeeciiee e e eecveee e cvveee e 150
Additional TUNING ParamEterS......uiieciiieiieeeiieeecie ettt ssire e ssire e ssaeeessbeeessseeessseeesasaeesssaesseaesnssaeen 151
Chapter 16. TCP/IP TUNING.ccicuttiiiieriteeriitessitessittessteessseesssseessbeesssseessseesssseesssesssssessssseesssseesssseessssens 153
TCP/IP Server Virtual Maching TUNING......ciiiiiiieiieieiieeeite ettt teesiee s s ee e s s ea e e saaeesbaessbeeesasaeens 153
CoNTIZUrAtioON ParamEterS. . cuii i iieieieeeite ettt s st sste e s st e s s be e s s beesssbeessabeesssbeesssseeensseesnn 153
U (=Y ST 4= T O RPN 153
NUM D ET OF BUFTEIS ettt e s ae e st e e s aae e ssabeesnasaessaseas 153
WINAOW SIZE...eeiiiiiieieieeeiee sttt ettt e s st e s s be e s st e e s st e e e s ba e e s s baeesabaeesabaeesasaeeassaeennsaeennsaens 154
Other TUNING CONSIAEIATIONS. ..cciiiieiiiieiiiee ettt st e st e st e s et e s beesssbeessbeessbeesssseessnsaesssseesnnseens 154
LU o] ST T=T Y= TSR 155
Multiple TCP/IP CONTIGUIAtiONS. ...ciiciiiicieeieiee st ste e sttt e seteeseiee e seaeeesereeeseaeeesereeesseeessnnaesseaesan 155
LU o] o Yo=Y Yo T il = o1 SRR 155
Chapter 17. VMRM TUNING ParameEterS....cuiiicieeiiieeiiiee st essie et esseesssiee e sveeesseessseessneesssseessseessnsens 157
Overview of Managing Memory with VMRM Cooperative Memory Management.......cccccevevveernveennns 157
MONITOrING SYSTEM DOMAINS.....uiiiiiieiiiieiiiee et e st e st esste e s see e sssteessaeesssseeesssteesseeesaseeesseessnsens 158
VMRM USEI DEIINITIONS. ..viiiiiiiieiieiriee ittt ettt sete e s sate e s saee e s ste e ssateessateessseaessstaesanteesnssaesaseeesans 158
VMRM CONFIGURATION FilB..uuiiiiuiiiiiiiiiiieeiiee ettt sttt et s st e st e st e e ssaaeesssbaessbeesssaesnsaens 159
Dynamically Changing the Configuration File.......ccccovriiiiiiiiiiiiinieccec e 159

vii



viii

CoNfIGUrAtION FIle RULES...ciiiiiiiieeiee ettt te e s st e s sate e seate e s aeeessneaessneaesnns 160

Configuration File EXamIPLe. ... ittt ettt see e s e e s saae e ssaae e snaeesnnae s 160

Starting and STOPPING VIMRM.....ii ittt sttt ettt e st e s te e s sbe e s te e s s ateessseeesnaeaesnneas 161
Interaction With CP MONITOr . ...uii ittt ettt e st e st e s sbe e s sre e s sase e s sabeessaeeas 161

0] o]E=T0 LI 0o g Ve L1 AT o[- TSP 162

RULES TOr AQJUSTING USEIS..uiiiiiiiiiiieiiiiieriitesiit e et e sste e sttt e sssteessateessateessseaesssseesssseessssaesnssaesssseesssseenn 162
VMRM LOZ FilB..ueiitteeieeeiete ettt e ettt e ettt e s te e be e s aae s be e sate e teessaeesseasseeenseesseesnseesseesnseaseeaneenn 162
VMRM Configuration File STatemMents.....c.ciiciiiiiiiiniie sttt sttt e s re e s be e s sbeessasaeeas 163
ADMIN STAt@MENT....ceeiee ettt ettt e ettt e e ettt e e e e are e e e e s e et eesseaseeeeeesnneeeeenanne 163

GOAL STatEMEBNT ...ttt ettt e e sttt e e sttt e e s e ne e e e s e e nse e e s e e nneeee e e nneeeeennnes 165

MANAGE STatEMENT.... ettt st e e e et e e e s st e e e s et e e e s nreeeesenneeeas 166

NOTIFY Stat@MENT..cc i ittt e e e sttt e s e et e e e s are e e e s e nee e e e seareeeesesanneeens 166
WORKLOAD Stat@meNt...cco ittt ettt ettt ettt e e st e e e e st e e e e et ee e s eneeeeeesnseeeeenan 168
Appendix A. *MONITOR.......cccceteitieiinceniereecentessctacsocassssasssssscasssssssassesssssssssassasans 171
Establishing Communication With *MONITOR.........cccieiieieeeereeee e ere s e s ee e e s ae e reesaeeens 171
(000 ] ] o =Tot gl N =Y o - 1o T PRSPPIt 171

IUCV Functions Used by a Virtual MaChing.........uiiei ettt ttee e ree e et e e e vtee e s e naee e 171
TUCY CONNECT ..o ctteeteccteestte et et e s te e ste e s teste e be e ste s beessae e saeeseessseesseessseesseesnseenseesnseenseesssesnsennseeansen 171

TUCVY QUIESCE....iicieetieeieeteeete et e teete et e e te e tt e s ste e baesseesbeesseessseesseesaseeaseesnseanseesnseenseessseensessseennses 173

LI O X o N OSSR 173

TUCV RESUME.....ci ettt ettt e te st e s te e te e sae e ste s se e st e e saesnsaesseesseaesseesseasnseesseesnseenseesnseenseesnsenn 174

L O Y A S 174

IUCV Functions Used by the *MONITOR........c.eiiiiiieeiieceiieeeiee et eereeeeteeee e e eeareeeeaseeeeareeeeaseesenseeennseas 174

L O O 0 = U 174

TUCV SEND ... utiiiieeieectteete et eeteeste e s atesteesae e s te e beessse e seessteenseesseeesseeaseeenseanseesnseenseessteenseesseesnseenseennes 175

L O Y A S 176
Appendix B. The MONWRITE Program.....ccccccrecrecrestacacaccsecsessessessessessassassasssessens 181
What Output from MONWRITE LOOKS LIKE.....ceeiieciiiieiciiee ettt e eeee e e s e e e e 181

(O 1014 o101 A 1] (= @ o L= RSN 181
Contents of Each 4 KB Monitor CONtrol RECOIT......ciivvuiiiiiieinieiniieeeee st et e s 181
Putting *MONITOR Data into the MONWRITE Control RECOrd........ccovruirveerireieenieeeenee e 182

The ENd-0f-Data RECOIU.....ciiiiiiieiiiieiieeete ettt ettt e s ee e s aee e s e e e sbee e saee e s staesnseaesnasaesnnes 183
MWTBK DSECT and IPARML DSECT FileS...cccutiiiieieeiieeieecieeeeesteesreestessseeseeeseesseesseesseessesssessnns 183

The MONWRITE Control Record BLOCK (MWTBK).......cccvueeiereienierieeneeeieesreesteeseeesseesseeseesneesneeas 183
Appendix C. CP Monitor RECOrdS.......cccceiuieiierinienieteianiecentecacessecasssssscessessssassses 187
Where to Find the Layouts of the CP MONItor RECOIAS......cuiiicuiiieiicciiee et 187
General Description of the CP MONItOr RECOIAS.....uiiiiiiieeeccieee et eeree e e e e e aneee e 187
MONItOr RECOIAS File CONTENT....uiiiiiiiiciie ettt see e s sre e s s te e s sae e ssateessaeeessaeaesnnee 187

LiSt Of CP MONITOr RECOIAS. ...iiiiiieiiiieieiteeeite ettt ettt e s te e s be e e sbe e e sbe e e sbaessbaeesabaeesnsaeesnsaessseesnns 188
Appendix D. SFS and CRR Server Monitor Records.......ccceccererrecenienniennecaneceacans 193
Appendix E. CMS APPLDATA Monitor RecOords......cccceturreieireinrecieceniececeseecececsaces 213
Appendix F. TCP/IP Monitor ReCOrdS....ccccoicieiiuieierieienieceteciecantecsecessececessecassans 215
Appendix G. VMRM APPLDATA Monitor Records.......cccceiuteererrecerannecenrecsecassacancens 241
VA1 RE N7 A o] o] U Tot=\ o] [ D - - VOSSR 241
Appendix H. SSL Server Monitor ReCOrds.......cccceveieieireieiierecenieceteceecastecacecsacans 245
1 0 4o = N 251
Programming Interface INformation......couciiiiieiiiieicie ettt ee e s e s 252



L= e LT T= T T 252
Terms and Conditions for Product DOCUMENTAION.......uuueueeiceeeeeeee e 252
IBM ONliNg Privacy Stat@mMENt....cc i eiiee e cciieee ettt eectte e ctte e e e etee e e e e ette e e s eebee e e e s ataaeesesnsaneesesnnsenenaan 253

=11 FT0 == ¥ ] 1)L - 1 -

Where 10 Get Z/VM INTOrmMation......coo oo e et e e e e e e e e e e et e e e e e aaa b sssseeeeseaanes 255
Z/VM BASE LIDIAIY...ueiiiiiiicciiee ettt ettt e e s et e e e se bt e e e e e tae e e e esnnbeeeeeenbeeeesenseeaeeeansstaeeeanseneeeennsenes 255
Z/VM FaCIlitieS AT FEATUIES....ccoiiiiiieeeeeeeeee et e e e e e ettt s sesseseeeeaaesaseeeeesesessesanes 256
PrErEQUISITE PrOQUCTS. . eiiiiiciiieei et ettt e e ette e e e e ettr e e e et e e e e eeataeeeeeensteeeseenssaeeesessasessannssneessassensesannes 258
RELIATEA PrOQUCTS.c.iiiiiii ittt eeee b r e e e e e e e e se s abssbaaeeeseeeeeeeseassssssssesreeeeeeessennnnnes 258
AdAITIONAl DOCUMENTS...ciiiiiiieettteeee e e e et e e e e et b e e e e e eeeeeesessssssssaaereeeseeseesassssssrreasasseeeens 258

T =) .1 - 1






Figures

1. Virtual Maching SCheAULING FLOW.......ccccuiiiciie ettt sttt et estte e sevte e stteesetteesstee s steessaaesseeessseennns 8
2. Use of the Eligible List by the Z/VM SChedULET.......coiiiiiiiiicceecee ettt e s see e 10
3. Use of the Dispatch List by the Z/VM SCheAULET........oiieiieeeeeeee e 12
4. PAV aNd HYPEIPAY SUPDPOM .. tiiiiieiiiieeeeeiiieeeeeetteeeeeetteeeeesitteeeesesraaeesssssssesessassessesssssessesassssesessssssssesssssssnees 48
5. Modifying HELPINST to contain CMSQRY LSEG.........coiiiiiiiee ettt ete e eete e eeite e seaee e svae e s nae e e 57
6. CMSMODS LSEG fIlB.uuuttiiiuiiiiciiei ittt ettt ette s eete s tee s s aee s s vee e stee s s e e e sbee e sbeeesabeeessseeesnsaeesnsaessnsaeessseesnnses 57
7. Remote Systems Connected by Two Physical VTAM Controlled Links.......cccccoveviiriinviinneeniinnneeneesieennenn 72
8. Logically Fully-Connected TSAF COLLECTION.....ccuiiiiiieieiieerieeceeeseree sttt e re e e sae e s ee e s s reeesseeesnsaeas 72
9. How the SET SRM IABIAS COMMANT WOIKS......covuiriiriiniteientententesitetesite sttt sr e sreeee st e s saeeneeeas 114
10. How the SET SRM STORBUF CommMand WOrKS.......ccovueriieriiriieiienitesee sttt st s 121
171, Sample VMRM USer DefiNitioNS.....uciiiiie ettt ettt tee e te e e e tee e s tee e s vae e eabae e s bae e e baeesnneas 158
12. Sample VMRM ConfigUration FilB.....ciciiiiiiiiiiieeieiie ettt sttt sere e ssere e seate e ssaee s ssaeeessseeessneeessneaesnnes 160
13, SAMPLE VMRM LOZ Fil...eineiieiiiieieiie et ettt ee e e tee s ateeseateessstaeeestaesestas e steesnstaesnstessnssaesnssasanns 163
14. Vertical View of the Monitor CONTrol Ar€a......ciecuieceeriieiienieesee ettt st s be e sneeeareas 179
15. Sequence of Records in the Monitor Writer OUtPUL File......ccccuiiieiiiieieeccie et e 181
16. Putting *MONITOR Data into the MONWRITE Control RECOId.....c.uuiieiiiieiiiiiieicieecciee e e seiee s 182
17. Details of the Control Record within the OULPUL File......cccciiieiiiieiieeeeeeeeeeteeee e 183

xi






Tables

1. Lists Used by the Virtual Machine Scheduling and Dispatching ROULINES........cccceeeciiiicciieeciieeeciee e 12
2. EffECHIVE CACR@ SIZO..ccuuiiiiiiieeeee ettt ettt ettt et st bt e st e s bt e s se e sabe e bt e saseeseesnnesneenns 55
3. CP Commands for Controlling the DiSPatCh LiSt........ccueeciiiiiiieeeieecte et 106
4, SUMMArY Of TUNING CONTIOLS..ciiuiiiiiiiiiiiee ittt ettt esite e st e e st e e sbeeesbeeesbeeesasaeesseeesseeesnseeesseessnne 127
5. Index of Server Performance Problems.........c.oo oottt 130
6. Index of CRR Recovery Server Performance ProblemS...........uiiiiiiieeieeciieee ettt rree e e eseree e 144
7. AVS PaUSe ParameterS......cciiiiiiiiiiiiiiiiiiiciiiciie ittt ettt sra s saa e ea 149
8. VM-VTAM Request Transformation Control Parameters......ccccuccvvieieeciieeeeccieee et et cvree e e 150
9. Additional AVS TUNING ParamEterS......uuiiciieeciieeeieeeiteeecteessteessteeeeteessaseesssseesssseessssessssseessssaesssseesnnseen 152
10. VMRM SVM Configuration STatemMENtS.....cceiiciiiiiiiiicieecteesiee s see s siee s stee s svee e svee s sbee e sbee s s reeesaseaesanas 159
DL CONTIOL AI@A. e ueetiiterieeieett ettt ettt ettt ettt e et e e bt st e s bt st e s bt et e s me e besat e bt eat e e bt e e e shee st sneenbeemeensesanenneen 178
12. Format for the CP Monitor ReCOrds HEAEN ... .coiuiriiiiiieriieteeeeeeee ettt st 188
13. SFS/CRR APPLDATA HEAUET DAtA...cuteierieierieiietenieeeerieete st see st s eesst et e sseesee st e bt e e sbeeeesaeebeemeens 193
14, SErVEr HEAUEr Datal. . ueeeieecieeeieeieeete et et ettt st et st et esaee e bt e saee e bt e saeeebeesaeesaseesseesaseeseesaseeseesnsenn 193
15. Data FOrmat fOr COUNTEIS. ...cc.ciitirieieeeeteetece ettt ettt ettt et st b e st b e s bt e sae e b e e e e nee e 194
L6, SEIVET COUNTEIS..couiieiiueeereiteeseeee st ee st e st e st e e semeeeseme e e s emeeesameeesameeesaneeesmaeesaneeesneeesaneeesaneeesaneeesaneeesan 194
17. CMS APPLDATA HEAUET DATa....ciiiieieieeieiteeeeieeieeitete sttt ettt si ettt et e s bt et sae e b s esbe s e e sbeeneemeen 213
RSO Il Y o] o] (o F=1 €= B - VOSSR 213
19. TCP/IP APPLDATA HEAUET Data....cceiieerieriieieniieieniteteeeeste sttt et st e e st see st e bt et e sbe et sreebe s e essesaeenneen 215
20. TCP/IP MIB Record - Type '00'X - SAMPLE Data......ceeeeecrieeeieiiiieeeeciiee e eccrreee e eereee e eerre e e e enae e e s nnaees 215
21. TCP/IP TCB Open Record - Type '0L1'X - EVENt Data.....cccccieeeeciiiiciieccieeceee ettt tee e e vee s 223
22. TCP/IP TCB Close Record - Type '02'X = EVENt Data.....cccuveeiieciieieeecieee ettt eerree e e snree e e e 223
23. TCP/IP Pool Limit Record - Type '03'x - Configuration Data.......ccccceeeeeieeeciiieeeiie e ceiee et e e 225

xiii



xiv

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

POOL STFUCTUIE LAYOUT. ... eeieeeccieee sttt ettt e tee e e e e tte e e e ettt e e e s at e e e e eensteeeseenstaeeesennsaaeesennsseeessannsenes 226
TCP/IP Pool Size Record - Type '04'X - SAmMPLe Data.....c.ceecieeeeciieiciieccieecciee et iee s vee e vne s 226
TCP/IP LCB Record - Type '05'X = SAMPLE Data......cceiieciiiieieciieeeeeciiee e ecceee e eereee s e vee e e e evaee e s e s 229
TCP/IP UCB Open Record - Type '06'X - EVENT Data......cccciieiciiieciieeciiecccireecree s e evee e evee e svneesvne e 231
TCP/IP UCB Close Record - Type '07'X = EVENT Data.......cceeeeciiieiieiiiee ettt eeiree e e evee e e e eneeee e 231
TCP/IP Link Definition Record - Type '08'x - Configuration Data........cccccueeeeveeecieeccieecciee e cvee e 231
TCP/IP ACB Record - Type '09'X - SAMPLE Data...iiiiicciiiieiieiiie ettt e e eevee e e e svaee e e e vaee e e 233
Process and Device StatistiCs StruCtUre LayOUt.....c..ueeciieeiiieccieeccieeectee et sreessiveeesreeesaveessareeens 234
TCP/IP CPU Record - Type '0A'X - SAMPLE DaAta...uiiiicciiieeecciiiiee ettt eecveee e eevree e e envee e e e sneeee s 234
TCP/IP CCB Record - Type '0B'X - SAMPLE DAta....c.ueiiciieicieeiieecciieecieesciteesevteesevteesvteeseveeesevneessvneeeans 235
TCP/IP Tree Size Record - Type '0C'X - SAMPLe Data.....cccoecciiieeicciieee ettt eerree e e crree e e eaee e 235
TCP/IP Home Record - Type 'OD'X - Configuration Data........ccccuveeecieeeeiiieiciieeccieeeeieeeeieeeeire e veeeevneen 236
TCP/IP IPv6 Home Record - Type 'OE'X - Configuration Data........cccvevieeriieeiiieeiiiee e ssieessieesseeesns 236
TCP/IP Takeover Record - Type "OF'X - EVENt Data....ccccueeecieeiiiieeiieeeiieeecreeecreeecveeevreeessneesssaeesnaneas 238
TCP/IP Link Deletion Record - Type "10'X = EVENt Data...cccccccuiieeiieciiieeecceiee et eeveee e evtee e e 238
VMRM APPLDATA HEAAEE Data...ccvieiiierieiieieniteieriteie ettt ettt ettt sre et st beseesre s e sse b smeennenae 241
VIMRM APPLDATA . ettt ettt ettt et e et e e s e s s e e et e e e e e e e e se e s nn s e ee e e teeaeeseeseaaannnnneneaenaeaens 241
VMRM APPLDATA — VMRMSVM_WRKLD per entry CONtENT.....ccoiiiiiiiiiiiieineieee e 242
SSL APPLDATA HEAAEr DAla...ueiitieiiieiieiieeieesite ettt sttt sttt st ettt st b e sme e s b e sneesseesneesmneas 245
SSL Server Monitor - CONTIZ DAta.....uiiiciieieiieeeiiecciee et st ie e et e s te e e s e e e s beeessaessreeeesbaeesnsaeesaseeas 245
SSL Server Monitor = SAMPLE Data. ... ciiieiccciiie e e eciie e eecteee e eectre e s e cre e s e e svee e e s esabteeessensraeeeeennsrneaesanns 246



About This Document

This document describes the planning, managing, measuring, and tuning considerations for improving the
performance of an IBM z/VM system.

Intended Audience

This information is intended for system programmers and others involved in z/VM performance
monitoring and tuning activities. To derive the most benefit from this information, you should be
acquainted with z/VM concepts such as paging and minidisk caching. You should also have a working
knowledge or familiarity with a z/VM system installation.

Where to Find More Information

For more information about z/VM functions, see the documents listed in the “Bibliography” on page 255.

The z/VM performance website at IBM: VM Performance Resources (https://www.ibm.com/vm/perf/)
provides additional z/VM performance information such as the IBM: z/VM Performance Report
(https://www.ibm.com/vm/perf/reports/), performance tips, FAQs, and lists of z/VM release-to-release
performance changes.

Links to Other Documents and Websites

The PDF version of this document contains links to other documents and websites. A link from this
document to another document works only when both documents are in the same directory or database,
and a link to a website works only if you have access to the Internet. A document link is to a specific
edition. If a new edition of a linked document has been published since the publication of this document,
the linked document might not be the latest edition.
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How to provide feedback to IBM

We welcome any feedback that you have, including comments on the clarity, accuracy, or completeness of
the information. See How to send feedback to IBM for additional information.
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Summary of Changes for z/VM: Performance

This information includes terminology, maintenance, and editorial changes. Technical changes or
additions to the text and illustrations for the current edition are indicated by a vertical line (]) to the
left of the change.

S$SC24-6301-73, z/VM 7.3 (May 2023)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.3.

[VM66424, VM66434, VM66650] Guest Secure IPL Support

With the PTFs for APARs VM66424, VM66434, and VM66650, z/VM 7.3 supports guest secure IPL (load
and dump) for both ECKD and SCSI devices. A z/VM user can request that the machine loader validate
the signed IPL code by using the security keys that were previously loaded by the customer into the
HMC certificate store. The validation ensures that the IPL code is intact, unaltered, and originates from a
trusted build-time source.

Support is provided for the following guest operating systems:

« This support provides the ability for a Linux guest to exploit hardware to validate the code being booted,
helping to ensure it is signed by the client or its supplier.

« z/0S°® is supported in audit mode only. Full exploitation requires Virtual Flash Memory support, which is
not available to a guest. In audit mode, the IPL code is checked but the IPL continues even if the code is
not valid.

z/VM and the z/VM stand-alone dump utility do not support performing host IPL via List-Directed IPL
(LD-IPL) from ECKD. In addition, Secure IPL of the z/VM host and z/VM stand-alone dump are not
supported.

The following CP monitor records are updated:

« Domain 1 Record 4 - MRMTRSYS - System Configuration Data
« Domain 1 Record 15 - MRMTRUSR - Logged on User

« Domain 4 Record 2 - MRUSELOF - User Logoff

« Domain 4 Record 3 - MRUSEACT - User Activity

The layouts of CP monitor records can be found at:

z/VM Data Areas, Control Blocks, and Monitor Records (https://www.vm.ibm.com/pubs/ctlblk.html)

SC24-6301-73, z/VM 7.3 (September 2022)

This edition supports the general availability of z/VM 7.3. Note that the publication number suffix (-73)
indicates the z/VM release to which this edition applies.

Eight-member SSI support

This support increases the maximum size of a single system image (SSI) cluster from four members to
eight, enabling clients to grow their SSI clusters to allow for increased workloads and providing more
flexibility to use live guest relocation (LGR) for nondisruptive upgrades and workload balancing.

The following CP monitor record is updated:
« Domain 1 Record 25 - MRMTRSSI - SSI Configuration
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Change in location and size of the MONDCSS and PERFOUT saved segments

The default CP MONITOR MONDCSS saved segment starting virtual address has been changed to 1 GB
and the size has been increased to 96 MB. The IBM Performance Toolkit PERFOUT saved segment starting
virtual address has been changed to 1120 MB, immediately following the new MONDCSS. The reasons for
these changes include:

« Moving the segment starting locations addresses a problem with the Linux kdump configuration, which
failed in a virtual machine with 1 GB of virtual memory that had attached one or both current versions of
these segments.

« Increasing the size of the MONDCSS segment accommodates the increased volume of CP Monitor data
produced and provides room for its future growth.

These changes will not affect existing versions of these segments; they must be re-created for the new
defaults to take effect.

The following topics are updated:

« “Creating the Saved Segment” on page 82
« “Enabling MONITOR and MONWRITE: An Example” on page 93

Miscellaneous updates for z/VM 7.3
The following topic is updated:
« Appendix F, “TCP/IP Monitor Records,” on page 215

SC24-6301-10, z/VM 7.2 (May 2022)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

[VM66532] z/VM Support for IBM z16

With the PTF for APAR VM66532, z/VVM 7.2 provides support to enable guests to exploit function on IBM
z16. The following support is included:

- Reset DAT protection facility, which provides a more efficient way to disable DAT protection, such as
during copy-on-write or page-change tracking operations.

« New CPU topology location information from Diag x204 is added to monitor records MRSYTCUP and
MRSYTCUM.

« Breaking-event-address register (BEAR) enhancement facility, which facilitates the debug of wild
branches.

The following topic is updated:

« “Sample Data Records” on page 83

The following CP monitor records are updated:

« Domain 0 Record 16 - MRSYTCUP - CPU Utilization Data in a Logical Partition
« Domain 0 Record 17 - MRSYTCUM - Physical CPU Utilization Data

« Domain 4 Record 2 - MRUSELOF - User Logoff

« Domain 4 Record 3 - MRUSEACT - User Activity

« Domain 5 Record 10 - MRPRCAPM - Crypto Performance Measurement Data
« Domain 5 Record 13 - MRPRCMFC - CPU Measurement Facility

« Domain 5 Record 20 - MRPRCMFM - MT CPUMF Counters
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[VM66534] Host Exploitation of Crypto Interruptions

With the PTF for APAR VM66534, z/VM 7.2 supports host crypto-interruption exploitation for APVIRT
cryptographic guests. The host is not required to poll cryptographic resources for replies that are ready to
be delivered to the guest.

The following CP monitor record is updated:

« Domain 5 Record 9 - MRPRCAPC - Crypto Performance Counters

SC24-6301-09, z/VM 7.2 (December 2021)

This edition includes changes to support product changes that are provided or announced after the
general availability of z/VM 7.2.

[VM66557] VSwitch Bridge Port Enhancements

With the PTF for APAR VM66557, z/VM 7.2 adds a new NICDISTRIBUTION option to the VSwitch
HiperSockets Bridge. When activated, the option enables the Bridge to distinguish and manage separately
the traffic that is generated by various HiperSockets connections that are on the same HiperSockets
CHPID. Traffic that exits the Bridge Port to an OSA link aggregation group is more evenly distributed
across the entire port group. Activation of the new option also enables the VSwitch to extract IPv4 and
IPv6 address assignments for display in the QUERY VSWITCH command, monitor records, and DIAGNOSE
code X'26C".

The following CP monitor records are updated:

« Domain 8 Record 1 - MRVNDSES - Virtual NIC Session Activity
- Domain 6 Record 35 - MRIODBPS - Virtual Switch Bridge Port Activity

SC24-6301-08, z/VM 7.2 (July 2021)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

[VM66507] EDEVICE Path Management enhancements
With the PTF for APAR VM66507, z/VM improves the following aspects of EDEVICE path management:

- Path selection
- Path state tracking
- Path health checking

The following CP monitor record has been updated:
« Domain 6 Record 24 - MRIODSZI - SCSI Device Activity

S$C24-6301-07, z/VM 7.2 (March 2021)

This edition includes changes to support product changes provided or announced after the general
availability of z/VM 7.2.

[VM66173] 4 TB Real Memory Support

z/VM APAR VM66173 delivers support for up to 4 TB of real memory, allowing z/VM systems to address
a full 4 TB of first-level (real) memory, doubling the previous supported limit of 2 TB. With advanced
memory management capabilities available in the z/VM product, clients now have the ability to run
workloads that exceed 4 TB of virtual memory across all hosted guest systems, depending on workload
characteristics. In conjunction with z/VM support for 80 processors, IBM Z° and LinuxOne servers can
now host even more work in a single z/VM partition, or across multiple z/VM partitions on one system.
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APAR VM66173 also delivers various system command updates, such as automatic STANDBY memory for
guests and an enhancement to the CP DEFINE STORAGE command.

With automatic STANDBY memory for guests, a system administrator can code a more generic DEFINE
STORAGE command that does not need to be updated every time the guest's directory entry storage size
changes.

The following CP monitor records are new:

Domain 1 Record 36 - MRMTRAZN - Available Zone Information

Domain 3 Record 22 - MRSTORST - Central Storage Add or Remove Started

Domain 3 Record 23 - MRSTOREM - Central Storage Removed from Real Memory

Domain 3 Record 24 - MRSTORCP - Reconfigurable Storage Converted to Permanent Storage
Domain 3 Record 25 - MRSTOAZN - Available Zone Information (Global)

The following CP monitor records have been updated:

Domain 0 Record 6 - MRSYTASG - Auxiliary Storage (Global)

Domain 1 Record 7 - MRMTRMEM - Memory Configuration Data

Domain 3 Record 1 - MRSTORSG - Real Storage Management (Global)
Domain 3 Record 2 - MRSTORSP - Real Storage Activity (Per Processor)
Domain 3 Record 21 - MRSTOADD - Central Storage Added to Real Memory

SC24-6301-06, z/VM 7.2 (September 2020)

This edition includes changes to support the general availability of z/VM 7.2.

Miscellaneous updates

The following new CP monitor record has been added:

« Domain 1 Record 35 - MRMTRPCC - Protection Change Command
The names of the following CP monitor records have been updated:

« Domain 6 Record 49 - MRIODCHS - EDEVICE FCP CHPID Activity
« Domain 6 Record 50 - MRIODFCS - EDEVICE FCP Device Activity

xxii z/VM: 7.3 Performance



Part 1. Introduction

The topics in this section introduce you to z/VM performance:

« Chapter 1, “Introduction,” on page 3

« Chapter 2, “Characteristics of a z/VM System,” on page 5.
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Introduction

Chapter 1. Introduction

Whether you have just been introduced to the responsibility of system performance or have been closely
monitoring your system for years, achieving optimum system performance is a seemingly elusive goal.
Determining the performance bottlenecks is a challenge at the very least. Understanding and detecting
the root cause of a performance problem can be even more difficult.

This document uncovers several of the mysteries surrounding this challenge by first giving you an
understanding of the z/VM system characteristics and unfolding the performance methodology, planning
measures, monitoring facility tools and tuning actions available for your use.

Conversion or Migration Performance Information

This document covers performance information for a z/VM system only. For performance information
concerning system migrations or conversions, see z/VM: Migration Guide.
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Chapter 2. Characteristics of a z/VM System

This section discusses the characteristics of your z/VM system, especially those that pertain to the issue
of system performance. Topics discussed are:

« Real processor management

« Virtual processor management
« Scheduling and dispatching

- Hardware timing facilities.

There are basically two types of z/VM processor management: real processor management and virtual
processor management. This overview and discussion are specifically related to their effect on system
performance.

Real Processor Management

The Control Program (CP) is responsible for allocating the processing power of the available real
processors in order to process virtual machine instructions (scheduling and dispatching) as well as
handling all real machine interrupts. In this way, a real processor may be one of two types: a master
processor or an alternate processor.

Master and Alternate Processors

z/VM classifies real processors according to their use by CP. A real processor may be one of two types: a
master processor or an alternate processor. Use the QUERY PROCESSORS command to determine master
processor designation.

The master processor is the processor on which CP is IPLed and on which certain CP work is required to
run. CP assigns the rest of the processors as alternate until the existing master processor fails, in which
case CP chooses one of the remaining processors to be the master. In a uniprocessor system, the sole
real processor is, of course, also the master processor.

In a real multiprocessor system, the non-master processor(s) are alternate processors. An alternate
processor can be used to run CP work or the work of virtual machines. When the operator IPLs CP on the
real machine, CP initially designates the processor on which CP is IPLed as the master processor and all
other processors in the processor complex as alternate processors.

Virtual Processor Management

The dispatcher selects virtual machines from the dispatch list for the processors to run. The scheduler
function of the Control Program is responsible for calculating the priorities and making the necessary
decisions on when to move a particular machine to the dispatch list.

Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list. Therefore some functions
intended to improve performance by managing the eligible list, such as the QUICKDSP option, are now
less meaningful.

Virtual Machine Scheduling and Dispatching

Through its virtual machine scheduling function, CP attempts to keep as many of the logged-on virtual
machines as possible operating concurrently. It takes into account the availability of processing time,
paging resources, and real storage (as compared to virtual machine requirements for these resources),

© Copyright IBM Corp. 1990, 2023 5



z/VM Characteristics

as well as limits in effect on the number of virtual machines waiting to be given processor control. The
availability of, and requirements for, I/O resources are not factored into the scheduler's calculations.

Each virtual machine is permitted to remain in the set of virtual machines that are competing for use

of the real processor for an interval of time called an elapsed time slice. A virtual machine is permitted
to have processor control only for a portion of the elapsed time slice (called the dispatch time slice)
each time it is dispatched. When a virtual machine has accumulated its dispatch time slice, its priority is
readjusted in relation to the other competing virtual machines. When a virtual machine has accumulated
its elapsed time slice, it is dropped from the set of competing virtual machines and the scheduler
attempts to add as many waiting virtual machines to the competing set as possible.

Therefore, the scheduler controls the level of multiprogramming in effect in the real machine at any given
time. Using its virtual machine dispatching function, CP allocates the processing power of the available
real processors on a time-sliced basis to the set of virtual machines that are currently permitted to
operate concurrently.

The dispatch time slice is computed at CP initialization, but can be queried and changed at any time.
While it is difficult to predict changes in system behavior resulting from changes in the dispatch time slice,
you may want to make small changes based on the workload characteristics of your system.

To query the current time slice, use the following command:

QUERY SRM DSPSLICE

To change the current time slice, use the following command:

SET SRM DSPSLICE

The scheduling and dispatching routines that are implemented in CP are designed to favor:

« Interactive (conversational) virtual machines over noninteractive (batch-oriented) virtual
machines. Scheduling and dispatching priority is given to interactive virtual machines so that good
response time can be provided to users entering commands at displays.

« Installation-specified virtual machines. The installation can explicitly favor certain virtual machines
over others. z/VM commands can be used to designate quick dispatch virtual machines and assign high
absolute or relative shares to selected virtual machines.

When CP is ready to add one or more logged-on virtual machines to the set of virtual machines that is
currently competing for use of the real processor, waiting virtual machines that are currently favored are
considered for addition before those that are not.

Note: For the purposes of this scheduling discussion, the terms “virtual machine” and “virtual machine
definition block” are generally synonymous. However, a multiprocessing virtual machine has multiple
virtual machine definition blocks in its virtual configuration to represent multiple virtual processors. The
scheduling of virtual multiprocessors is discussed in more detail in “Scheduling Virtual Multiprocessors”
on page 13.

Scheduling and Dispatching Lists

In order to schedule and dispatch the set of virtual machines that are logged on at any given time, CP
groups virtual machines according to their current execution characteristics and resource requirements.
Grouping is accomplished by creating and maintaining three lists of the virtual machine definition blocks
of logged-on virtual machines: the dormant list, the eligible list, and the dispatch list.

The dormant list consists of the logged-on virtual machines that are not currently being considered for
dispatching because one of the following:

« They have no work to do (are idle).

« They are waiting for the completion of a long event (such as an I/O operation to a tape drive or a
response to a console read on the virtual operator's console).

On receipt of work to do or on completion of the long event, virtual machines in the dormant list enter the
eligible list, where they may wait to enter the dispatch list.
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The eligible list consists of the logged-on virtual machines that are not currently being considered for
dispatching because to do so would cause the multiprogramming capacity of one or more real system
resources (such as paging or storage) to be exceeded. The eligible list forms when there is more demand
by virtual machines for real system resources than is available. Therefore, the virtual machines in the
eligible list are ready to run and are waiting to enter the dispatch list.

The dispatch list consists of the logged-on virtual machines that are currently in the set of virtual
machines being considered for dispatching. That is, the virtual machines in the dispatch list are
competing for use of the real processor(s) and all other scheduled system resources.

CP keeps a record of the amount of pageable real storage that is currently available (the number of
pageable page frames in the dynamic paging area) and the amount of pageable real storage each virtual
machine is expected to use based on past executions. Using these measurements and a set of storage
commitment limits that can be changed by the SET SRM STORBUF command, the scheduler controls the
number of virtual machines that are part of the dispatch list at any given time in an attempt to prevent a
thrashing condition.

CP also keeps a record of the total paging capacity of the system in terms of the number of heavily paging
virtual machines, called loading users, the system can support. CP determines whether each virtual
machine is a loading user based on its history. Using these measurements and a set of loading user limits
that can be changed by the SET SRM LDUBUF command, the scheduler controls the number of loading
users in the dispatch list at any given time in an attempt to avoid overloading the system paging devices.

Finally, CP keeps track of the number of virtual machines in the dispatch list in different transaction
classes. Using these numbers and a set of limits that can be changed by the SET SRM DSPBUF command,
the scheduler controls the number of users in the dispatch list at any given time. A subset of the dispatch
list exists for virtual machines that have exceeded their maximum share limit. This subset is called the
limit list. These controls can be used to overcommit or undercommit the use of processing and I/O
resources in a general way.

Scheduling Overview

When a virtual machine is logged on, it is placed in the dormant list. It is moved to the eligible list by the
scheduler only when it has work to do.

When a virtual machine enters the eligible list, it is assigned a priority for entry to the dispatch list (the
eligible priority). This priority is based on the virtual machine's share, its resource requirement, and the
contention for resources in the system.

As resources become available, the scheduler moves virtual machines from the eligible list to the dispatch
list. When a virtual machine enters the dispatch list, it is assigned a dispatch priority. Periodically, the
dispatcher sorts the virtual machines in the dispatch list into smaller lists for each real processor. These
smaller lists are called dispatch vectors. The dispatch vectors are kept in ascending dispatch priority

order and are used by the dispatcher to select virtual machines to run. As virtual machines consume
processor time in the dispatch list (during their allotted elapsed time slices), they are examined and
reassigned priority as their dispatch time slices end. Because a virtual machine consumes a given amount
of processing or storage resource, becomes idle, or is preempted in favor of certain virtual machines in the
eligible list, it moves back to the eligible list (if it is still dispatchable) or to the dormant list (if it is not still
dispatchable).

The z/VM scheduler controls the cycling of virtual machines through the three lists. The scheduler
consists of a set of routines that calculate the dispatch and eligible priorities, select virtual machine
definition blocks to be moved from one list to another, and move the virtual machine definition blocks
among the lists. Figure 1 on page 8 illustrates the lists maintained by the scheduler and indicates the
flow of virtual machines from one list to another.
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Figure 1. Virtual Machine Scheduling Flow

Dormant List

The virtual machines in the dormant list are in one of the following states:

« Idle. For example, a virtual machine awaiting an unsolicited interrupt from a display is idle and is
therefore placed in the dormant list.

« In an enabled wait state. When a virtual machine loads a wait state PSW (to wait for a timer external
interrupt, for example), it is placed in the dormant list.

- Waiting for the completion of a long event. For example, if elapsed-time-slice-end occurs for a virtual
machine that is waiting in the dispatch list for a page-in operation to be performed, the virtual machine
is placed in the dormant list until the page-in is complete.

Eligible List

Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list.

The virtual machines in the eligible list belong to one of four transaction classes, based on whether they
are to wait in the eligible list at all (EO virtual machines) or on the expected length of their transactions
(E1, E2, and E3 virtual machines).

A transaction is the basic unit of work in z/VM. Typically, a transaction consists of an exchange between a
user (for example, when a user presses ENTER) and CP (which processes the user's input and displays a
response).

The end of one transaction and the beginning of another can be difficult to distinguish because a virtual
machine can enter a wait state for a variety of reasons. Accordingly, the z/VM scheduler defines the start
of a transaction as follows: a virtual machine is starting a new transaction if it returns to the dispatchable
state after being in a wait state with no outstanding I/O for more than 300 milliseconds. If it returns in
less than 300 milliseconds, it is continuing its previous transaction.

The four transaction classes are:
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EO. These virtual machines do not wait in the eligible list for resources to become available. EO virtual
machines include quick dispatch virtual machines, virtual machines with “hot-shot” transactions, and
“lock-shot” virtual machines.

Lock-shot virtual machines hold certain CP locks. They are placed immediately in the dispatch list and
remain until the locks are released. The lock-shot mechanism prevents these CP locks from being held
while virtual machines wait for resources in the eligible list.

E1. These virtual machines are expected to have short transactions. They have just started their
transactions.

E2. These virtual machines are expected to have transactions of medium length. They are virtual
machines who have dropped to the eligible list at elapsed-time-slice-end without having finished their
transactions during an E1 stay in the dispatch list.

E3. These virtual machines are executing long-running transactions. They have dropped to the eligible
list at elapsed-time-slice-end without having finished their transactions during at least one E2 stay in
the dispatch list. Thus, E3 virtual machines have had at least two stays in the dispatch list (an E1 stay
and an E2 stay) without having finished their transactions.

The virtual machines in the eligible list are maintained in ascending eligible priority sequence. First-in,
first-out queuing is used within the eligible list when eligible priorities are equal.

Eligible priority is calculated for a virtual machine when it is placed in the eligible list. The eligible priority
is a deadline priority that represents the time by which the virtual machine should be selected to enter the
dispatch list. The relative priorities assigned to virtual machines are designed to:

Slow down virtual machines that require highly-demanded resources and favor virtual machines
requiring less-demanded resources, thus reducing contention for resources in high demand.

Deliver to virtual machines their shares of available system resources. Virtual machines with larger
shares are favored so that they wait no longer in the eligible list than their shares dictate.

Control the amount and type of service given to virtual machines in each transaction class. E2 and E3
virtual machines wait longer in the eligible list but receive longer times (elapsed time slices) in the
dispatch list. This allows for both the efficient use of system resources and the rapid completion of
interactive work.

Figure 2 on page 10 shows the use of the eligible list by the scheduler.
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Figure 2. Use of the Eligible List by the z/VM Scheduler

Dispatch List

Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list.

The virtual machines in the dispatch list can be in two states: dispatchable or nondispatchable. A
dispatchable virtual machine is one that is ready to use a real processor. A nondispatchable virtual
machine is one that is not ready to use a real processor because it is waiting for a resource (completion
of a page-in operation) or the completion of an activity (CP processing of a Start I/O or Start Subchannel
instruction, CP simulation of a privileged instruction, or the termination of an I/O operation).

A virtual machine in the dispatch list is marked nondispatchable when it enters a wait state (is waiting for
a paging I/0 operation, Start I/O instruction initiation, privileged instruction simulation, or I/O operation).
A virtual machine in the dispatch list is marked dispatchable when the operation for which it is waiting
completes and it is, therefore, ready to run.

Because virtual machines frequently switch between the dispatchable and nondispatchable states, they
are left in the dispatch list when they become nondispatchable to eliminate the frequent processing that
would be required to remove them from and return them to the dispatch list.

Virtual machines in the dispatch list retain the transaction class they were assigned while waiting in
the eligible list. When EO virtual machines enter the dispatch list, they are included in the count of QO
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virtual machines displayed by the class E INDICATE LOAD command. Thus, EO virtual machines are called
Q0 virtual machines while they are in the dispatch list. Similarly, Q1, Q2, and Q3 virtual machines are
virtual machines that on entry to the dispatch list belonged to the E1, E2, and E3 transaction classes,
respectively.

A maximum limit of system resources may be set for a virtual machine. If this limit exists and the virtual
machine has exceeded the limit, the virtual machine is grouped in a subset of the dispatch list. This
subset is known as the limit list.

The virtual machines in the dispatch list are sorted periodically into smaller lists called dispatch vectors.
There are two types of dispatch vectors: the master-only dispatch vector and the processor local dispatch
vector. Each real processor selects work from its own processor local dispatch vector, except the master
processor, which first selects work from the master-only dispatch vector, then from its own processor
local dispatch vector, and finally from the local dispatch vectors of other processors. A dispatch vector
contains virtual machines that are dispatchable on entry to the dispatch list and nondispatchable virtual
machines in the dispatch list that become dispatchable. Those dispatchable virtual machines whose work
can be performed only on the master processor are placed in the master-only dispatch vector.

The dispatcher inspects the dispatch vector for the processor on which it is currently running when the
processor is available to be allocated. Virtual machines are queued in the dispatch vectors in ascending
dispatch priority.

The dispatch priority of a virtual machine is a deadline priority that represents the time of day by which
the virtual machine should complete its next dispatch time slice under ideal circumstances. Dispatch
priority is calculated for a virtual machine when it enters the dispatch list and when dispatch-time-slice-
end occurs.

The lower the dispatch priority, the closer a virtual machine is to the beginning of the dispatch vector,

and the sooner it will be dispatched. Through biasing, interactive virtual machines and more I/0-oriented,
noninteractive virtual machines are queued before the more processor-oriented, noninteractive virtual
machines in the dispatch vectors and, hence, have a higher priority for dispatching. Because dispatching
priorities are dynamically calculated, the sequence of the virtual machines in the dispatch vectors varies
according to the changing operating characteristics of the virtual machines in the dispatch list.

Figure 3 on page 12 shows the use of the dispatch list by the scheduler.
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Figure 3. Use of the Dispatch List by the z/VM Scheduler

Summary of Scheduling and Dispatching Lists

The lists that are maintained by the virtual machine scheduling and dispatching routines are summarized
in Table 1 on page 12.

Table 1. Lists Used by the Virtual Machine Scheduling and Dispatching Routines

List Virtual Machines

Dormant List Virtual machines that are idle, in an enabled wait state, or waiting for the
completion of a long event
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Table 1. Lists Used by the Virtual Machine Scheduling and Dispatching Routines (continued)

List Virtual Machines

Eligible List Virtual machines of the following types, maintained in ascending eligible
priority order:
EO

Virtual machines that do not wait in the eligible list (quick dispatch, hot-
shot, and lock-shot)

El
Virtual machines with short transactions that are waiting for a resource

E2
Virtual machines with medium-length transactions that are waiting for a
resource

E3
Virtual machines with long transactions that are waiting for a resource

Dispatch List Dispatchable virtual machines and nondispatchable virtual machines whose
waits are expected to be short

Dispatch Vectors Virtual machines from the dispatch list, sorted by real processor for
dispatching and maintained in ascending dispatch priority order

Scheduling Virtual Multiprocessors

In z/VM, a virtual machine can have more than one virtual processor and, therefore, more than one

virtual machine definition block. The base virtual machine definition block, which is created when the
virtual machine logs on, is in the global cyclic list of all logged-on virtual machines. The additional virtual
machine definition blocks, which represent virtual processors other than the base, are chained to the base
on the virtual machine's local cyclic list.

Both base and additional virtual machine definition blocks cycle through the three scheduler lists.
However, because the base definition block owns the virtual storage and most of the other virtual
resources for the virtual machine as a whole, it is tied to its adjunct definition blocks in the following

way: in the hierarchy of lists (where the dispatch list is higher than the eligible list, and the eligible list is
higher than the dormant list), the base definition block must be in a list higher than or equal to the highest
list occupied by one of its adjunct definition blocks.

For example, a virtual machine with two virtual processors has one base and one adjunct definition block,
both of which start in the dormant list. Suppose the adjunct definition block becomes dispatchable. Both
the base and the adjunct definition blocks are moved up to the eligible list. After a certain wait, they are
placed together in the dispatch list and given the same priority. However, as the adjunct definition block
consumes resources, it receives different treatment than the base definition block receives (it is assigned
different intermediate dispatch priorities). This is the only way in which a base definition block can reach
the dispatch list without ever having been dispatchable.

By tying the base definition block to its adjunct definition blocks, the scheduler ensures that the resource
requirements of the virtual machine as a whole are considered when scheduling a virtual machine's
definition blocks. However, the processor time consumed by an adjunct definition block (a resource
whose consumption is measured separately) is factored into the scheduling of that block while it is in the
dispatch list.

Entering the Eligible List

Virtual machines enter the eligible list from either the dormant list or the dispatch list. All non-EO virtual
machines that have been dormant for more than 300 milliseconds (the length of a transaction) enter the
eligible list from the dormant list as E1 virtual machines. In essence, the scheduler classifies all virtual
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machines beginning a new transaction (moving from the dormant to the eligible list) as interactive. They
are classified as E1 virtual machines to ensure that any initial delay in the eligible list is relatively short.

Should a virtual machine's transaction last longer than one stay in the dispatch list, the virtual machine
becomes progressively less interactive (moves from E1 to E2 status, and then to E3 status, if necessary).

Elapsed Time Slice

When a virtual machine enters the eligible list, it is assigned an elapsed time slice, which is the amount
of time the virtual machine is allowed to remain in the dispatch list. The elapsed time slice assigned

to a virtual machine depends on its transaction class. During system initialization, CP sets an initial

value of 1.2 seconds for the E1 elapsed time slice. During system operation, this initial value is adjusted
dynamically. As E1 virtual machines are dispatched, the scheduler keeps track of the number of virtual
machines that complete their transactions during their elapsed time slices. As the number of virtual
machines that complete their transactions during their E1 elapsed time slices increases, the size of the
El elapsed time slice decreases. As the number of E2 virtual machines increases (because the number
of virtual machines that do not complete their transactions during their E1 elapsed time slices increases),
the size of the E1 elapsed time slice increases.

If the number of dispatched or eligible E1 virtual machines drops below a threshold and the number

of dispatched or eligible E3 virtual machines rises above another threshold, the E1 elapsed time slice
also increases. This allows a system with predominantly large jobs to work more efficiently. The E1
elapsed time slice must be a value between 50 milliseconds and 16 seconds, but it is allowed to reach an
equilibrium within this range.

The EO, E2 and E3 elapsed time slices are fixed multiples of the (varying) E1 elapsed time slice; the
EO, E2, and E3 multipliers are 6, 6, and 48, respectively. The E3 elapsed time slice is the larger of the
following:

« A fixed multiple of the E1 elapsed time slice
- A fixed multiple of the time required to page in the E3 virtual machine's working set.

Eligible Priority

When a virtual machine enters the eligible list, it also receives an eligible priority. The eligible priority is
calculated based on the current time-of-day and a delay that represents the amount of time the virtual
machine should wait in the eligible list. This delay is the product of the elapsed time slice assigned to the
virtual machine (based on its transaction class) and an eligible list delay factor.

The eligible list delay factor represents the ratio of the time the virtual machine must wait in the eligible
list to the time it is allowed to remain in the dispatch list. The eligible list delay factor is a function of:

« The virtual machine's share of the system

« The amount of each scheduled resource that the virtual machine requires compared with an “average”
virtual machine

« The current system load on each scheduled resource

« The current service the virtual machine receives while in the dispatch list (the dispatch list expansion
factor).

Leaving and Entering the Dispatch List

Virtual machines alternate between the dispatch list and the eligible and dormant lists as follows: a virtual
machine in the dispatch list is permitted to remain there for its elapsed time slice, which is assigned when
it enters the eligible list. During the elapsed time slice interval, the virtual machine runs for one or more
dispatch time slice intervals, according to its dispatch priority. Assuming no event occurs that causes the
virtual machine to move to the eligible or dormant list, the virtual machine waits in the dispatch list during
periods of its elapsed time slice when it is not running. As soon as the assigned elapsed time slice interval
expires, the virtual machine is dropped from the dispatch list and placed in the eligible list in eligible
priority sequence.
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When dropped from the dispatch list at the end of its elapsed time slice end without completing its
transaction, an E1 virtual machine becomes an E2 virtual machine, and an E2 virtual machine becomes an
E3 virtual machine. An E3 virtual machine cycles between the dispatch list and the eligible list as an E3
virtual machine until its transaction is complete.

A virtual machine is dropped from the dispatch list and placed in the dormant list if it enters an enabled
wait state (becomes idle) before its elapsed time slice ends or if is not dispatchable when its elapsed time
slice ends.

Selecting Work for Dispatching (the Dispatcher)

The dispatcher is entered upon completion of processing of any first-level interrupt handler or any other
unit of work. The dispatcher first performs an accounting function and, if possible, redispatches the last-
dispatched virtual machine. The fast redispatch path is possible except under the following conditions:

= A CP routine has requested preemption on the processor, or a virtual machine with a higher priority has
become ready.

« An event has occurred that requires a call to the scheduler.
 The last virtual machine dispatched is no longer ready.

If the fast redispatch path cannot be taken, the dispatcher must “undispatch” the last-dispatched virtual
machine. The dispatcher calls the scheduler, which adjusts the virtual machine's scheduling state and
either moves the virtual machine to the correct scheduling list or repositions it in the dispatch list and
dispatch vector, as required.

When the undispatch function is complete, the dispatcher looks for new work to do for the processor on
which it is running. First, the dispatcher looks to see if there is any emergency system work that needs
to be done to handle a machine check, malfunction alert, or emergency signal. If there is, the dispatcher
passes control to the appropriate routine.

If there is no emergency work to be done, the kind of work the dispatcher selects next depends on

the type of processor on which it is running. If the dispatcher is running on the master processor, the
dispatcher searches for runnable CP work, which is represented by any I/0 request blocks, timer request
blocks, CP execution blocks, or save area blocks stacked on the system virtual machine definition block.

To handle CP work, the dispatcher (on the master processor) unstacks the block that represents it,
dispatches the system virtual machine definition block, and passes control to the routine specified in the
block. Upon completion of CP work, control returns to the dispatcher.

Alternate processors bypass the search for CP work that can be run and do not dispatch the system virtual
machine definition block. Only the master processor can select the system virtual machine definition
block for dispatching.

On the master processor, when there is no CP work to do, and on all other processors, the dispatcher
selects a virtual machine from a dispatch vector. The scheduler maintains the dispatch vectors in dispatch
priority order, so the dispatcher tries to select a ready virtual machine from the top of the appropriate
dispatch vector. The order in which the dispatch vectors are searched depends on the type of processor
on which the dispatcher is running. On the master processor, the dispatcher looks for a virtual machine in
the following order:

1. Master-only dispatch vector
2. Master processor's own local dispatch vector
3. Local dispatch vectors of other processors.

On an alternate processor, the dispatcher tries to select a virtual machine first from the alternate
processor's own dispatch vector, and then from the local dispatch vectors of other processors.

Because the dispatcher finds a ready virtual machine on a dispatch vector with work the processor can
do, it selects the virtual machine for dispatching. If there is system work to perform on behalf of the
virtual machine as represented by a stacked I/O request block, timer request block, or CP execution
block, the dispatcher unstacks the block and passes control to the CP routine indicated in the block. Upon
completion of the work, control returns to the dispatcher.
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If there is no CP work to perform for the virtual machine, the virtual machine is given control of the

real processor by way of the Start Interpretive Execution (SIE) instruction. The virtual machine runs in
interpretive-execution mode until a condition occurs that causes an interrupt or intercept. The dispatcher
then regains control.

If after all searching there is no work for a processor to do, it loads an enabled-wait-state PSW. Either an
interrupt or some other processor will wake up this processor when there is work to be done.

Selecting Virtual Machines to Be Added to the Dispatch List (the Scheduler)

When the dispatcher calls the scheduler to undispatch a virtual machine, the scheduler adjusts the status
of the virtual machine and makes appropriate changes to the lists it maintains. After making the required
changes, the scheduler enters a procedure to determine whether any virtual machine can be added to the
dispatch list.

The scheduler looks at the first virtual machine in the eligible list and determines whether it can be added
to the dispatch list. If it can be added, a dispatch priority and a resident-page growth limit are calculated,
and the virtual machine is placed in the dispatch list. The scheduler then attempts to add the next virtual
machine in the eligible list using the same procedure. As many virtual machines as can be added to the
dispatch list, without exceeding the multiprogramming capacity of one of the real system resources, are
moved from the eligible list to the dispatch list.

Virtual machines in the eligible list are selected for entry into the dispatch list as follows:

 EO virtual machines are selected immediately without regard to their resource requirements.
« An E1, E2, or E3 virtual machine is selected if it meets the following resource requirements:

— Its projected working set size fits into real storage in accordance with the percentages specified by
the SET SRM STORBUF command (or the initial percentages).

— Adding the virtual machine does not violate limits on the number of loading virtual machines allowed
per transaction class specified by the SET SRM LDUBUF command (or the initial limits).

— Adding the virtual machine does not violate limits on the number of virtual machines allowed in the
dispatch list per transaction class specified by the SET SRM DSPBUF command (or the initial limits).

When selecting non-EOQ eligible list virtual machines for entry into the dispatch list, the scheduler
attempts to ensure that the requirements for storage and paging resources by all of the virtual machines
in the dispatch list do not exceed the storage and paging resources available in the system. It also tries to
ensure that the number of virtual machines in the dispatch list do not exceed the limits in effect.

First, the scheduler checks to see if the virtual machine's projected working set size fits into the real
storage allocated to its transaction class. The total available real storage consists of those pages in the
dynamic paging area that are not locked, shared, or reserved.

This storage resource can be allocated to virtual machines of different transaction classes by means of
the class A SET SRM STORBUF command. For more information on the SET SRM STORBUF command, see
page SET SRM STORBUF .

The working set size of a virtual machine is a projection of the number of pages that must occupy real
storage in order to process a virtual machine's transaction efficiently (that is, with a minimum number of
page faults). The working set size is based on the virtual machine's run history and is calculated each time
the virtual machine is dropped from the dispatch list.

To an E1 virtual machine, which has no history for its current transaction, the scheduler assigns an
average E1 working set size. An E2 or E3 virtual machine's working set size is the larger of:

- The number of pages that were resident when the virtual machine was added to the dispatch list plus
the number of page reads

« The number of pages that are resident when the virtual machine is dropped from the dispatch list.

The virtual machine's working set size is compared to the sum of the working sets of the virtual machines
in the dispatch list that belong to the relevant transaction classes. If the virtual machine's projected
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working set size fits into the real storage in accordance with the percentages established by the SET SRM
STORBUF command, the virtual machine can be selected (provided it passes the paging resource test).

Whenever a virtual machine cannot fit into real storage and is behind schedule, no virtual machine of the
same transaction class or below can be added to the dispatch list. Therefore, an E3 virtual machine can
block only other E3 virtual machines, an E2 virtual machine can block E2 and E3 virtual machines, and an
E1 virtual machine can block E1, E2, and E3 virtual machines from being added to the dispatch list. In the
latter case, the scheduler attempts dispatch list preemption.

Dispatch list preemption is intended to preempt noninteractive work in the dispatch list in favor of
interactive work that is waiting in the eligible list when real storage is so constrained that there is not
enough real storage to support an E1 working set. If the E1 virtual machine is behind schedule by

more than a certain amount of time, a flag is set to indicate that dispatch list preemption is required.
The scheduler then looks for virtual machines to preempt. If no virtual machines can be preempted,
the blockage continues until the behind-schedule E1 virtual machine can fit into real storage (as virtual
machines leave the dispatch list in the usual course of events). If enough virtual machines can be
preempted, they are removed from the dispatch list and the E1 virtual machine is added to the dispatch
list, removing the blockage.

When an E2 or E3 virtual machine is behind schedule and blocking other virtual machines, the scheduler
does not attempt preemption. Instead, the virtual machine waits until all virtual machines of its
transaction class have left the dispatch list normally. The behind-schedule virtual machine is then placed
in the dispatch list, even if it does not fit into real storage.

For example, if an E2 virtual machine is behind schedule, the scheduler stops adding E2 and E3 virtual
machines to the dispatch list. As E2 and E3 virtual machines leave the dispatch list, they begin to make
room for the waiting E2 virtual machine. If, after all E2 and E3 virtual machines have left the dispatch list,
the waiting E2 virtual machine still requires more real storage than is available, it is placed in the dispatch
list anyway.

In addition to real storage, the scheduler considers the paging multiprogramming level when selecting
virtual machines in the eligible list for entry into the dispatch list. This ensures that the number of virtual
machines paging heavily (loading users) at any one time is consistent with the capacity of the online
paging devices.

During system initialization the scheduler calculates the total paging capacity of the system, which is
based on the number of logical paths (exposures) to devices used for paging. A CP-owned paging volume
can have more than one exposure. Based on the number of paging exposures, CP determines the number
of loading users the system can support.

The paging resource can be allocated to loading users of different transaction classes by means of the
class A SET SRM LDUBUF command. For more information on the SET SRM LDUBUF command, see
“Tuning the Paging Subsystem” on page 116.

The scheduler assumes the following virtual machines are loading users:

« They have just logged on
« They read pages in throughout a dispatch time slice
- They had recently referenced pages stolen during a transaction.

When selecting a virtual machine from the eligible list, and at the end of each dispatch time slice, the
scheduler determines if the virtual machine will page heavily during the next dispatch time slice. If so, the
virtual machine is marked as a loading user.

Counts of the loading virtual machines in the dispatch list by transaction class are also maintained. A
loading user cannot be selected if doing so would cause the relevant count to exceed the limits specified
by the LDUBUF settings. However, this count can exceed the limit if a virtual machine was not a loading
user when it entered the dispatch list, but was marked as such during its stay.

Finally, when neither storage nor paging barriers prevent the entry of a virtual machine to the dispatch
list, the scheduler considers the overall multiprogramming level as indicated by the number of virtual
machines in the dispatch list.
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The class A operator responsible for tuning the system's performance can set limits by transaction class
on the number of virtual machines that are to occupy the dispatch list concurrently. By means of the

SET SRM DSPBUF command, the class A operator can ensure that the total number of virtual machines
running at any one time is consistent with the capacity of the system as a whole and, in particular, with the
capacity of the processing and I/O resources, which are otherwise unscheduled. For more information on
the SET SRM DSPBUF command, see “Controlling Processor Resources” on page 113.

Counts of the number of virtual machines in the dispatch list by transaction class are maintained. A virtual
machine cannot be selected if doing so would cause the relevant count to exceed the limits specified by
the DSPBUF settings. The limits apply only to E1, E2, and E3 virtual machines. EO virtual machines enter
the dispatch list immediately without regard to the DSPBUF settings.

Note that if the requirements for real storage and paging resources of the current set of logged-on virtual
machines are less than or equal to the real storage and paging capacity of the real machine, and if entry to
the dispatch list is not restricted by the DSPBUF settings, all virtual machines that are ready to run will be
in the dispatch list and the eligible list will be empty after each processing by the scheduler.

Because an eligible list virtual machine is selected to be moved to the dispatch list, a dispatch priority and
a resident-page growth limit are calculated.

Dispatch Priority

The dispatch priority is calculated for a virtual machine each time it enters the dispatch list and whenever
the dispatch time slice assigned to a virtual machine expires during its execution. The dispatch priority is
calculated based on:

« The current adjusted time-of-day. For the purpose of calculating dispatch priority, CP calculates an
adjusted time-of-day by subtracting accumulated system overhead from the real time-of-day. (System
overhead is CP work that is not associated with a particular virtual machine and consists of such tasks
as paging, interrupt handling, scheduling, and dispatching.) The adjusted TOD clock runs at the same
rate as the real TOD clock, but it stops when CP is doing overhead work.

The adjusted time-of-day is used so that the installation can allocate system resources to virtual
machines without having to reserve resources for system overhead, which tends to vary widely. When
an installation allocates an absolute share of 50% to a virtual machine, the virtual machine receives
half of the system resources available after the resources used for system work have been taken out.
The adjusted time-of-day, used to calculate the dispatch priority of the virtual machine, reflects this net
approach.

- An offset that represents the amount of time it should take the virtual machine to complete its next
dispatch time slice. This offset is calculated based on the size of the dispatch time slice, the virtual
machine's normalized share of the system, any delay the virtual machine has already experienced in the
eligible list, and the number of real processors available to deliver service.

For more information on virtual machine shares see “Scheduling Share Option” on page 32.

A feedback mechanism is also used to adjust the dispatch priority given to a virtual machine during its
second and subsequent dispatch time slices. The mechanism increases the offset for a virtual machine
that finishes its dispatch time slice earlier than expected and decreases the offset for a virtual machine
that finishes its dispatch time slice later than expected.

= Any biases (interactive or hot-shot) that apply to the virtual machine. These biases are discussed further
in “Biased Scheduling” on page 20.

Lastly, in making scheduling decisions, z/VM uses only a VMDBK's recent dispatch history. What happened
long ago is routinely forgotten. In this way the scheduler reacts to what is happening right now in the
system, not what happened ages ago. This strategy helps the scheduler to make decisions that are correct
for the users' current demands for CPU.

Resident-Page Growth Limit

The scheduler calculates a virtual machine's working set size in order to project the virtual machine's
requirement for real storage. When real storage is at a premium, the scheduler needs to be able to
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recognize a virtual machine whose working set size is growing, so that the virtual machine does not use
more than its fair share of real storage. The scheduler does this by calculating the resident-page growth
limit, which the page translation routine compares to the virtual machine's count of resident pages, as
follows.

Each time the page translation routine allocates a page frame to a virtual machine's virtual storage page,
it updates the virtual machine's count of resident pages, which is then compared to the virtual machine's
resident-page growth limit. If the count exceeds the growth limit, the page translation routine calls the
scheduler, which recalculates the virtual machine's working set size and checks to see if the virtual
machine still fits into available real storage. If the virtual machine no longer fits, it is dropped from the
dispatch list.

The resident-page growth limit is calculated when the virtual machine is added to the dispatch list. The
limit is the larger of:

« The working set size plus a growth allowance of a small percentage of available real storage
 The virtual machine's resident page count plus a smaller growth allowance.

Dispatching Virtual Machines

When CP is ready to dispatch work on the master processor, it first determines whether there is any
system work to do. This determination is made by inspecting the system virtual machine definition block
for stacked work represented by I/0O request blocks, timer request blocks, CP execution blocks, and save
area blocks. If there is system work to do, the block representing it is unstacked, the system virtual
machine definition block is dispatched, and control passes to the CP routine specified by the block. A
limit on the amount of time the CP routine can run (dispatch time slice) is not established. On all other
processors and on the master processor if there is no system work to do, the first ready virtual machine
with work that can be done on the processor is dispatched. If there is no work to do, the real processor is
placed in an active wait state.

The dispatcher keeps track of:

« The time each processor spends in active wait
- The time each processor spends in interpretive-execution mode running virtual machine work

- The total time each processor spends running virtual machine work, which includes both CP work on
behalf of the virtual machine and the time the virtual machine runs in interpretive-execution mode.

Whenever a virtual machine is given real processor control, CP establishes the required states and modes
of system operation in the virtual general registers, virtual control registers, and the virtual PSW, as
required by the interpretive-execution facility. Because virtual machines always run under control of the
interpretive-execution facility, address translation is performed.

Dispatch Time Slice

A virtual machine is assigned a dispatch time slice each time it is dispatched (or a portion thereof when
the virtual machine is interrupted and then redispatched after the interrupt is processed). The size of
the dispatch time slice is based on the speed of the real processor and represents a fixed number of
instructions processed. This value is determined dynamically during system initialization.

The class A operator can change the size of the dispatch time slice with the SET SRM DSPSLICE
command.

When a virtual machine enters the set of competing virtual machines and is dispatched for the first time,
it is assigned a dispatch time slice. The virtual machine is allowed to run until one of the following events
happens:

« The dispatch-time-slice interval expires.
« It voluntarily enters a wait state because no task is ready to dispatch.

- It enters the page-in wait state, Start-I/O-instruction-processing wait state, or I/0-completion wait
state.
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« It enters CP mode.
« Some other interrupt occurs.

When a virtual machine gives up real processor control, the amount of time it ran is added to the
accumulated real processor time used by the virtual machine. If the virtual machine is not the next virtual
machine to be dispatched (is not redispatched after the interrupt or intercept), the next time the virtual
machine is dispatched, it will be assigned a new dispatch time slice or the unused portion of its previous
dispatch time slice, depending on the condition that caused the virtual machine to give up real processor
control previously. When the virtual machine is redispatched after an interrupt, it is given the unused
portion of its previous dispatch time slice as its execution interval.

Biased Scheduling

The z/VM scheduler uses various bias factors, some of which can be supplied by the installation, in
determining virtual machine priority. These bias factors determine the relative importance of the user-
assigned priority and operational characteristics of a virtual machine in the calculation of dispatch priority.

Because dispatch priority determines the sequence in which virtual machines are selected to run,
selection of appropriate factors can bias the scheduler and dispatcher in favor of virtual machines with
certain characteristics at the expense of others.

The commands that are available to help control the way that the scheduler allocates system resources to
virtual machines are discussed in detail in “Scheduling Share Option” on page 32.

The biases used in the calculation of dispatch priority for a virtual machine are the interactive and hot-shot
biases.

Interactive Bias

Interactive bias is a method of weighting the service a virtual machine receives so that it receives more
service at the beginning of a transaction and less service towards the end of a transaction. Virtual
machines with very short transactions receive only the boosted part of the service and, therefore, better
response time than they would otherwise receive.

The amount of interactive bias to be assigned to virtual machines can be adjusted by the class A operator
by way of the SET SRM IABIAS command.

The bias consists of two elements, an intensity (a percentage) and a duration (a number of dispatch

time slices). The intensity is a percentage of the difference between the virtual machine's usual dispatch
priority and that of the virtual machine with the best priority; it indicates the strength of the boost. At the
beginning of a new transaction, the scheduler calculates the usual dispatch priority. (The usual dispatch
priority includes any paging bias, but excludes any interactive or hot-shot bias). The difference between
this priority and that of the virtual machine with the best priority in the dispatch list is then calculated.
This difference, called parity, is multiplied by the intensity, and the product is subtracted from the virtual
machine's priority. (Because the priority is in TOD clock units, a lower value is a better priority and places
the virtual machine higher in the dispatch list.) The result is that the scheduler places the virtual machine
higher in the dispatch list than it would otherwise have done.

The duration is a count of dispatch time slices; it indicates how long the interactive boost should last
before the virtual machine fades back to its usual position in the dispatch list. For example, suppose

the interactive bias intensity is set to 60% and the interactive bias duration is set to 3. On entry to the
dispatch list, a virtual machine receives an interactive boost of 60%. On the next dispatch time slice, it
receives a boost of 40%. On the third dispatch time slice, it receives 20%; and on the fourth, it receives
0%. The virtual machine is then released from interactive bias, and the feedback mechanism immediately
starts compensating for the extra service that this virtual machine has received by placing the virtual
machine in a lower-than-normal position in the dispatch list for the same number of dispatch time slices.
After the specified number of dispatch time slices, the transaction is considered noninteractive and is
treated as if it had never received the interactive bias.
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Hot-Shot Bias

When the user of a virtual machine interacts with the display (causing an unsolicited interrupt) while a
transaction is already in progress, the scheduler marks the virtual machine as a hot-shot virtual machine.
The purpose of a hot-shot is to give the virtual machine service fast enough to cause the display to

blink immediately, reassuring the user that CP is still operational. Hot-shot service is just long enough

to complete trivial, but useful, interactions, such as processing an INDICATE LOAD or DISPLAY PSW
command.

The hot-shot virtual machine is given one short dispatch time slice with very good priority. The hot-shot
dispatch time slice is shorter than usual to minimize the effects of the boost, but long enough to allow
the user of the virtual machine to receive very good response time. The hot-shot bias is calculated in
the same way as the interactive bias. However, the intensity of the hot-shot cannot be altered by CP
command, and its duration is always 1.

Use of Hardware Timing Facilities

The hardware timing facilities of the real machine are used by CP to support virtual timing and accounting
facilities for virtual machines and in the scheduling and dispatching of virtual machines.

The time of day is maintained in the time-of-day (TOD) clock associated with a real processor. When a
processor complex has more than one TOD clock, the clocks are synchronized during system initialization.
The elapsed time slice, artificial time-of-day, eligible list priority, and dispatch list priority of a virtual
processor are calculated using TOD clock values. All time-of-day requests from CP and virtual machines
(made by Store Clock instructions) are satisfied using the TOD clock.

z/VM HiperDispatch

The prime objective of z/VM HiperDispatch is to help virtual servers to get good performance from the
IBM Z memory subsystem. z/VM HiperDispatch works toward this objective by managing the logical
partition and dispatching virtual CPUs in a way that takes account of the physical machine's organization
and especially of its memory caches. z/VM’s behavior in this way can help the workload to achieve good
performance on the IBM Z hardware.

For a high-level description of z/VM HiperDispatch, see z/VM HiperDispatch in z/VM: CP Planning and
Administration, which includes an overview of IBM Z CPU and memory hardware, some background
information on the PR/SM hypervisor, and descriptions of system administration considerations for
HiperDispatch.

For an in-depth technical article that explains the workings of z/VM HiperDispatch, go to the following
website: IBM: VM Performance Resources (https://www.ibm.com/vm/perf/).

This article discusses IBM Z hardware and firmware, z/VM dispatching heuristics, characteristics or traits
that likely make a workload's performance improved by z/VM HiperDispatch, measuring the performance
changes that result from using z/VM HiperDispatch, and Performance Toolkit for z/VM updates.

Simultaneous Multithreading (SMT)

With the introduction of simultaneous multithreading (SMT) on the IBM z13°, z/VM can dispatch work on
up to two threads of an IFL core. Although IBM SMT support includes IFLs and zIIPs, z/VM supports only
IFLs. The primary objective of SMT is to increase work throughput of processor cores by dispatching two
threads on one core. When multithreading is enabled and work is dispatched on multiple threads of the
same core concurrently, each of the individual threads will be less productive per unit of time due to the
need to share core resources. However, on average it is expected that the aggregate work performed by
the core is greater than if the tasks needed to take turns using the core without multithreading enabled.

A system that is enabled for multithreading can use the CP SET MULTITHREAD command to change
the activated thread count per CPU type to a value between 1 and the maximum without an IPL. The
maximum activated thread count is set when multithreading is enabled and hardware does not allow it
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to be changed. A system that is enabled for multithreading but has only one activated thread per core
performs similarly to a system with multithreading disabled.

For more information about SMT support, see z/VM: Migration Guide.

For a performance analysis on how SMT benefited z/VM workloads, see IBM: VM Performance Resources
(https://www.ibm.com/vm/perf/).

Three Measures of CPU Time When Multithreading Is Enabled

z/VM support for SMT provides three measures of CPU time when multithreading is enabled, because the
hardware CPU timer is no longer an indication of core utilization. These three measures of CPU time are
described below and are reported by accounting records and monitor records.

Raw Time
This is a measure of the CPU time each virtual CPU spent dispatched on a thread, and is the CPU
timer information provided directly by the hardware. When all cores have only one thread, this is
an accurate measure of CPU time used by the task running on the single-threaded core. When
multithreading is enabled, and some cores are running with more than one thread, the CPU Timer is
no longer a direct indication of physical core consumption, so you might want one of the other times.

MT-1 Equivalent Time
This is a measure of effective capacity, taking into account the multithreading benefit. The CPU
time charged approximates the time that would have been spent if the workload had been run with
multithreading disabled; that is, with all core resources available to one thread. The effect is to
"discount" the time charged to compensate for the slowdown induced by the activity on other threads
in the core.

Prorated Core Time
This is a measure of core utilization regardless of the multithreading benefit. Time is charged by
dividing the time the core was dispatched evenly among the threads dispatched in that interval.
Under this method, the total time charged to all guests equals the total time the logical cores of the
z/VM partition were dispatched. This method is consistent with cost recovery for core-based software
licensing.

Note: When a user is running on a system where multithreading is not installed, not enabled, or enabled
and thread level is 1, MT-1 equivalent time and prorated core time consumed will be identical to raw time.
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Part 2. Planning for Performance

The topics in this section talk about planning for performance on z/VM and about the performance
guidelines for z/VM, SFS, CRR, AVS, and TSAF.

« Chapter 3, “z/VM Performance Guidelines,” on page 25

« Chapter 4, “SFS Performance Guidelines,” on page 61

« Chapter 5, “CRR Performance Guidelines,” on page 65
Chapter 6, “AVS Performance Guidelines,” on page 69

Chapter 7, “TSAF Performance Guidelines,” on page 71.
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Chapter 3. z/VM Performance Guidelines

This section describes performance factors in a z/VM system that involve problem prevention and tells
you about the general performance characteristics of an operating system.

Performance Planning and Administration

The performance characteristics of an operating system are dependent on such factors as hardware, the
number of users on the system during peak periods, functions being performed by the system, and how

system parameters are set up. You can improve performance to some degree by the choice of hardware

and system options. The following general tasks pertain to improving your z/VM system efficiency:

« Plan how you will handle performance monitoring, measurements, improvements, and problems.
Become familiar with the CP monitor facility and the facilities you can manipulate to change the
performance characteristics of the system as a whole or of selected virtual machines.

« Before you decide which performance options to apply, monitor the system's current performance.
This will help you determine which options would most likely give the system a performance gain and
where performance bottlenecks are occurring. The CP monitor facility collects such data, which can
then be processed to produce statistics to give you an understanding of system operation. Chapter 9,
“Monitoring Performance Using CP Monitor,” on page 79 tells you how to use this facility.

 Perform system tuning to do any of the following:

— Process a larger or more demanding work load without increasing the system configuration
— Obtain better system response or throughput
— Reduce processing costs without affecting service to users.

Details on system tuning can be found in Chapter 12, “Tuning Your System,” on page 103.

Performance Considerations

In az/VM environment, there are two areas of performance to consider: the performance of individual
virtual machines and the performance of the total system. CP utilizes both processor and I/0 time in
order to support a virtual machine environment. The virtual machine itself experiences delays while it is

in the eligible list. In view of these two findings, the performance achieved when a specific workload is
processed in a virtual machine usually does not equal the performance achieved when the same workload
is processed in a real machine in a native environment (assuming the same real machine configuration is
used in both instances).

However, in certain instances, the performance achieved in a virtual machine can be better than that
achieved in a real machine if a performance facility is used in the virtual machine that was not being used
in the real machine. (For example, a guest that uses a z/VM virtual disk in storage could perform better
than the same system running on a real machine.)

While it may take longer to process individual workloads in virtual machines, the total system
performance achieved in a virtual machine environment may be equal to or better than the performance
achieved in a native environment, using the same real machine configuration. This occurs if more work
can be completed in a given time period by the use of available real machine resources that are not being
used in a native environment.

The percentage of real machine resources currently being used in the native environment is the major
factor that affects the total system performance achieved when the same real machine configuration
supports a virtual machine environment. Of real machine resources, current processor usage is the most
important factor in determining the performance that will be achieved in a virtual machine environment.

Factors that affect the performance achieved in a z/VM environment are discussed, as are steps that
can be taken to improve performance. The performance factors presented are those that are unique to a
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virtual machine environment and that do not apply to a native environment. These new factors, as well as
specific factors that affect the performance of operating systems that are to operate under CP, must be
considered when planning for a z/VM installation.

Major Factors Affecting Performance

Certain aspects of the real machine configuration, the size and certain characteristics of the total
workload being handled, and the CP performance options and facilities used are the major items that
affect performance in a z/VM environment. The interrelationship of the following factors primarily affects
total system performance:

« The speed and number of paging devices
« The amount of auxiliary storage made available

Real storage (memory) size
» Real processor speed

Characteristics of the workload being processed in each virtual machine
« The number of virtual machines logged on concurrently.

In general, except for options that are designed for a specific operating system (such as enhanced

QDIO and Collaborative Memory Management Assist), the CP performance options and facilities that
are provided can be used primarily to improve the performance of a small number of individual virtual
machines, but often at the expense of other virtual machines. The following sections briefly discuss how
the real machine configuration and the characteristics of the workload affect the performance of a z/VM
system.

Speed and Number of Paging Devices
Given the availability of a number of different resources, a system can sustain a certain level of paging
activity without becoming I/0-bound by paging. Paging activity is affected by:
- The number of paging devices and their speed
« The amount of auxiliary storage allocated on these paging devices
« Command-mode channel programs versus transport-mode channel programs
The number of HyperPAYV aliases available to the Paging Subsystem

- Encryption settings for the paging subsystem.

The level of paging activity achieved is also affected by the amount of contention encountered for the
channel paths to which the paging devices are attached and by the contention for the paging devices
themselves.

Encrypted Paging improves system security by exploiting hardware on the IBM z14™ to encrypt and
decrypt guest pages and VDISK pages which CP writes to disk. Enabling encryption for the paging
subsystem increases CPU time spent in CP.

Real Storage (Memory) Size

The amount of paging activity required is affected by the amount of pageable real storage presentin
the system, among other factors. As more pageable real storage is made available for handling a given
workload, less paging activity is required to process that workload. Similarly, more paging activity is
required to handle the given workload if less pageable real storage is available.

The number of virtual machines running concurrently affects the amount of pageable real storage
available as page frames are taken from the dynamic paging area to satisfy requests for free storage.
In addition, use of the locked pages option reduces the total amount of pageable real storage that is
available in the system.

The amount of real storage available for paging operations for virtual machines is also affected by the
amount of spooling in operation. This includes:
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« The number of data transcription operations (input spool file creation and output spool file printing and
punching) that are being performed by the real spooling manager, because spool buffers are allocated
from the dynamic paging area and locked.

« The number of spool input files that are being read and spool output files that are being written by the
virtual spooling manager.

The amount of real storage available for minidisk cache can also affect performance.

If accounting and Environmental Record Editing and Printing (EREP) program records are not retrieved
from real storage, they cause more page frames in the dynamic paging area to be allocated as free
storage.

Real Processor Speed

An improperly balanced relationship between processor speed and paging device speed can also cause
the system to become I/O-bound as a result of paging. As long as there is useful work for the processor
to perform while paging operations occur, the system is not kept waiting for paging I/O. However, if

the concurrently operating virtual machines are constantly executing instructions faster than the pages
they require can be brought into real storage, an excessively high paging rate could develop. Therefore,
large-scale processors require both more and, if possible, faster paging devices to handle a specific
amount of paging activity than smaller processors.

The z/VM scheduler and dispatching algorithms assume that all processors in the complex have relatively
the same processor speed. When running z/VM in a logical partition with LPAR or a similar hardware
feature, it is important that all logical processors used by the z/VM system have the same performance
characteristics. This is also true when running as a guest of z/VM with multiple virtual processors.

Workload Characteristics

Two characteristics of the workload being processed by the concurrently operating virtual machines
affect the total system performance. The first significant characteristic is the way in which virtual storage
is used by the programs running in the virtual machines. This affects the paging requirements of the
operating virtual machines. The other significant characteristic is the demand made on CP services by
these programs. Delays in virtual machine operation can result if the real processor time that CP uses to
perform required functions cannot be overlapped with I/O operations in the virtual machine.

Virtual Storage Usage

The total amount of virtual storage a program uses is not nearly as significant a performance factor as
is the way in which virtual storage is used. That is, the pattern and frequency of reference to pages in a
program have more effect on the number of page faults that occur than does the total size of the program.

For example, assume a case in which a program needs access to 100 KB of virtual storage. If the program
can be structured to run as a series of subroutines of four or five pages each, and the pages of each
subroutine reference only each other, no more than four or five page frames (16 KB to 20 KB of real
storage in a z/VM environment) need to be dynamically available to the program at one time, and paging
activity occurs only as the program progresses from one subroutine to the next.

However, assume the program is structured in such a way that during its execution each page of
instructions constantly references many different pages of instructions and data for very short durations
on a highly random basis. An excessively high paging rate could occur if only four or five page frames were
dynamically available to such a program at any time.

Most types of programs naturally have a locality of reference characteristic, so that they can be structured
to operate as a series of subroutines. In the simplest case, for example, a program can logically consist

of an initialization subroutine, a main subroutine, one or more exception handling subroutines, and a
termination subroutine. The total amount of virtual storage referenced in each subroutine usually varies
but, generally, the amount is less than the total size of the program. In addition, the pages that are part of
(referenced in) a given subroutine can usually be described as active or passive.
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An active page is defined as one with a high probability of being referenced multiple times during
execution of the subroutine, while a passive page has a low probability of being referenced more than
once during execution of the subroutine. A subroutine experiences the least amount of paging activity
when its active pages remain in real storage during its execution and its passive pages are paged in

when required. A program uses real storage most efficiently when the active instructions and data in each
subroutine are contained within the fewest number of pages possible.

The locality of reference characteristic does not apply to certain types of programs. For example, it does
not apply to any program that is designed to optimize its performance at run time by using the total
amount of storage it has been allocated. This characteristic is usually true of sort/merge programs that
initialize themselves to use all the storage made available to them in their partition or region during the
sorting passes. The reference pattern for such a sort/merge is random and encompasses all the storage
(and, therefore, all the pages) the program is assigned.

CP Overhead

CP uses a certain amount of real processor time to simulate the existence of multiple virtual machines. To
the degree that the real-processor-time CP uses to support a given virtual machine cannot be overlapped
with I/O operations for that virtual machine, the throughput achieved by an operating systemin a

virtual machine will be reduced when compared with that achieved in a real machine with the same
configuration. The throughput of a virtual machine is also affected by the non-overlapped-processor
usage of other virtual machines, as well as that of CP.

A virtual machine specifically makes a demand for a CP service when it attempts to run a privileged
instruction that is not handled by the interpretive-execution facility or an assist. The amount of work
CP must perform depends on the type of privileged instruction. For example, relatively little processing
is required to simulate a Set Storage Key instruction, while a large amount of processing is required to
simulate a Start Subchannel instruction. The real processor time CP spends servicing Start Subchannel
requests can be one of the most significant causes of reduced performance for virtual machines.

The performance of an individual virtual machine can be improved by reducing the number of privileged
instructions that are issued by the virtual machine.

CP Performance Facilities

CP provides a set of performance facilities that can be used by individual virtual machines specifically
to improve their performance. The performance of a virtual machine that uses one or more of these
performance facilities usually improves at the expense of reduced performance for other virtual
machines, because they must compete for the use of a smaller portion of the real machine resources.

CP provides the following performance facilities (described in more detail in the sections that follow):

» Processor dedication option. This facility can be used to reserve a real processor for the sole use of
a virtual processor belonging to any virtual machine. This option can be assigned to multiple virtual
machines.

« Virtual machine multiprocessing. This option, particularly in conjunction with the dedication of real
processors to virtual processors, can be used to increase the amount of work that can be done by
a virtual machine. This option can be assigned to multiple virtual machines. See “Virtual Machine
Multiprocessing” on page 30 for more detailed information.

- System scheduling control options. These options can be used to:

— Change the maximum working set size of a virtual machine allowed in the dispatch list
— Adjust the size of the dispatch time slice for all virtual machines
— Allocate more or less storage to virtual machines in different transaction classes

— Allocate more or less paging resource to heavily-paging virtual machines in different transaction
classes

— Change the maximum number of virtual machines of different transaction classes allowed in the
dispatch list

28 z/VM: 7.3 Performance



z/VM Performance Guidelines

— Adjust the amount of interactive bias assigned to interactive virtual machines.

These options affect the performance of all virtual machines. See “System Scheduling Control Options”
on page 30 for more detailed information.

Scheduling share option. The scheduling share option can ensure that a virtual machine has priority
access to real processor, real storage, and paging resources. This option can be assigned to multiple
virtual machines simultaneously. See “Scheduling Share Option” on page 32 for more detailed
information.

Scheduling maximum share option. The maximum share option can be used to limit virtual machines
from using more than a given amount of resources. See “Scheduling Maximum Share Option” on page
33 for more detailed information.

Scheduling maximum share using CPU pools. CPU pools can be used to set the maximum share
of virtual CPU resources for groups of virtual machines. See “Scheduling Maximum Share Using CPU
Pools” on page 34 for more detailed information.

Quick dispatch option. The quick dispatch option can be used to ensure that a virtual machine does
not wait in the eligible list for resources but is dispatched immediately, whenever it has work to do. See
“Quick Dispatch Option” on page 34 for more detailed information.

Reserved page frames option. This facility can be used to maintain a resident set of private pages for
a virtual machine or shared pages for an NSS or DCSS. This option can be assigned to more than one
virtual machine, NSS, or DCSS at a time. See “Reserved Page Frames Option” on page 35 for more
detailed information.

Locked pages option. This facility is provided to cause specific pages of a virtual machine to be
permanently locked, so that no paging occurs for these pages. (In this case permanently means until
the next IPL.) This facility can be used concurrently by multiple virtual machines. See “Locked Pages
Option” on page 36 for more detailed information.

Collaborative Memory Management Assist. The Collaborative Memory Management Assist is a
machine feature that allows z/Architecture® guests with the appropriate support to exchange memory
usage and status information with z/VM. For more information, see “Collaborative Memory Management
Assist” on page 36.

Real channel program execution option. This facility is provided to allow V=V machines to run real
channel programs, bypassing CP channel program translation. This facility can be used concurrently by
multiple virtual machines. See “Real Channel Program Execution Option” on page 37 for more detailed
information.

Named saved systems (NSSs). This facility is provided to reduce the significant amount of CP
processing that is required to IPL an operating system in a virtual machine. This facility includes

the capability of sharing segments of virtual storage of the NSS among concurrently operating virtual
machines on a shared read-only or read-write basis. See “Named Saved Systems (NSSs)” on page 37
for more detailed information.

Saved segments. This facility enables segments of virtual storage that are not part of an NSS to be
saved. It enables the virtual storage used by a virtual machine to be dynamically expanded and reduced
during system operation without operator intervention and provides for the sharing of reenterable
segments by concurrently operating virtual machines. See “Saved Segments” on page 39 for more
detailed information.

VM/VS handshaking. This facility can be used to improve the operation of VSE operating systems
running in a virtual machine. It includes a facility to reduce the amount of CP processing required to
handle BTAM autopolling channel programs. See “VM/VS Handshaking” on page 39 for more detailed
information.

Interpretive-execution facility. This processor facility eliminates much of the CP processing that would
otherwise be required to simulate most privileged instructions and certain interrupts for a virtual
machine by performing these functions by way of hardware. The interpretive-execution facility can be
used concurrently by all logged-on virtual machines.

Guest wait-state interpretation capability. This capability allows a virtual processor to remain
dispatched even when it enters an enabled wait state.
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« Minidisk Caching. Minidisk cache may provide performance and administrative benefits to z/VM
systems. For minidisk cache, CP uses real storage as a cache for virtual I/O data. Accessing the data
from electronic storage is much more efficient than accessing DASD. See “Minidisk Cache” on page 40
for more detailed information.

- VM Data Spaces. VM Data Spaces provide increased storage addressability and therefore can move the
burden of I/O from an application to the CP paging subsystem. The use of VM Data Spaces also extends
the concept of sharing data. See “VM Data Spaces” on page 43 for more detailed information.

« File Caching Option for CP-accessed minidisks. This option enables CP to cache its frequently used
information (such as log message and logo picture files) in storage. See “File Caching Option for
CP-Accessed Minidisks” on page 44 for more detailed information.

« Hot I/0 Detection. The Hot I/O detection function prevents broken hardware from degrading
performance by flooding the system with unsolicited interrupts. See “Hot I/O Detection” on page 45
for more detailed information.

« Virtual Disks in Storage. Virtual disks in storage are FBA minidisks allocated from host real storage
instead of on real DASD, which avoids the I/O overhead. See “Virtual Disks in Storage” on page 45 for
more detailed information.

« I/0 Throttling. The rate of I/Os issued to a real device can be throttled. This is particularly helpful in
environments with shared devices. The rate can be set dynamically or in the system CONFIG file. See
“I/O Throttling” on page 46 for more detailed information.

- Enhanced QDIO Performance. QDIO virtualization technologies benefit guest operating system I/O and
page management. For more information, see “Enhanced QDIO Performance” on page 47.

- Parallel Access Volumes (PAV) and HyperPAV for guest I/0 to minidisks. CP can take advantage of
PAV or HyperPAV technology to increase the performance of guest minidisk I/O. If the DASD subsystem
offers alias devices for a real volume that contains guest minidisks, CP can use those alias devices
to launch multiple concurrent real I/Os against the real volume, each real I/O corresponding to a
virtual I/0 a guest has started against a minidisk. In this way, guest I/Os generally experience reduced
real-volume queueing and, in turn, decreased response time. For more information, see “Parallel Access
Volumes (PAV) and HyperPAV for guest I/O to minidisks” on page 48.

« HyperPAV for the CP Paging Subsystem. CP can take advantage of HyperPAV technology to increase
the performance of Paging Subsystem I/0. If the DASD subsystem offers alias devices for a real
volume that contains page, spool, directory, or mapped-minidisk pool space, CP can use those alias
devices to launch multiple concurrent I/O operations against the volume. This parallelism reduces
volume-queuing, and, in turn, decreases response time. For more information, see “HyperPAV for the
Paging Subsystem” on page 50.

Virtual Machine Multiprocessing

Defining multiple virtual processors for a virtual machine can increase the amount of work that can be
done by the virtual machine. For more information on virtual machine multiprocessing, see z/VM: General
Information.

System Scheduling Control Options

Scheduling control options can be set for the z/VM system with the SET SRM command. Operands of the
SET SRM command provide:

- Control of the intensity and duration of the interactive bias that is to be assigned to interactive virtual
machines
« The size of the dispatch time slice

« The percentage of storage (memory) and paging resources that are to be assigned to different
transaction classes of virtual machines

« The maximum number of virtual machines of different transaction classes that are to be allowed in the
dispatch list concurrently.
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Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list. Therefore some functions
intended to improve performance by managing the eligible list, such as the DSPBUF, LDUBUF, and
STORBUF options on the SET SRM command, are now less meaningful.

The class A or E user can display the current settings of these scheduling controls by entering the QUERY
SRM command.

The class A SET SRM IABIAS command can be used to change the interactive bias to be assigned to
interactive virtual machines. Interactive bias, discussed in Chapter 12, “Tuning Your System,” on page
103, is one of the factors that determines virtual machine priority. By assigning a higher interactive bias
intensity than the default intensity of 90%, the installation can strengthen the interactive boost given to
interactive virtual machines. By assigning a longer interactive bias duration than the default duration of
two dispatch time slices, the installation can cause the boost to last longer.

The interactive bias intensity and duration can be increased to provide better service to and therefore
improve the response time of interactive virtual machines. Note, however, that increasing the values
of interactive bias intensity and duration causes the scheduling shares assigned to virtual machines to
become less accurate in determining the amount of system resources a virtual machine is to receive.

The class A SET SRM DSPSLICE command can be used to change the size of the dispatch time slice,
whose default value is assigned dynamically during system initialization based on the speed of the real
processor. Note that changing the size of the dispatch time slice changes the effect of interactive bias
duration as well, because the number of dispatch time slices specified by the duration factor represents a
shorter or longer time after the change. The interactive bias duration must be changed by way of the SET
SRM IABIAS command if it is to represent the same amount of processing time as before.

The class A SET SRM STORBUF command can be used to allocate the available storage (memory)
resource to different transaction classes. This command sets the following parameters for the scheduler:

- If the sum of the working sets of all virtual machines currently in the dispatch list plus the working set
of the virtual machine under consideration exceeds this percentage of pageable real storage, the virtual
machine is not added to the dispatch list.

« The percentage of pageable real storage the scheduler should consider when determining whether to
add an E2 or E3 virtual machine to the dispatch list.

« The percentage of pageable real storage the scheduler should consider when determining whether to
add an E3 virtual machine to the dispatch list.

If unchanged by the SET SRM STORBUF command, the STORBUF values after system initialization are
300%, 250%, and 200%, respectively. Recall that Q0, Q1, Q2, and Q3 are the designations for EOQ, E1, E2,
and E3 virtual machines when they are in the dispatch list. The initial STORBUF values can be interpreted
as follows:

« The sum of the working sets for all Q0, Q1, Q2, and Q3 virtual machines must be less than or equal to
300% of pageable real storage. While QO/EO virtual machines are factored into this equation, they are
never delayed in the eligible list.

« The sum of the working sets for all Q2 and Q3 virtual machines must be less than or equal to 250% of
pageable real storage.

« The sum of the working sets for all Q3 virtual machines must be less than or equal to 200% of pageable
real storage.

Values above 100% for STORBUF are somewhat reflective of the concept of over committing storage
(memory) in z/VM. In effect, the initial STORBUF values allow Q0 and Q1 virtual machines to extend over
commitment past the level of Q2 and Q3 virtual machines. The same is true for Q2 machines over Q3
machines.

In addition to real storage, the scheduler considers the paging multiprogramming level when selecting
virtual machines in the eligible list for entry into the dispatch list. This ensures that the number of virtual
machines paging heavily at any time is consistent with the capacity of the online paging devices.
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During system initialization the scheduler calculates the total paging capacity of the system and
determines the number of loading users (virtual machines that page heavily) the system can support.
The paging resource can be allocated to loading users of different transaction classes by means of the
class A SET SRM LDUBUF command. This command sets the following parameters for the scheduler:

- The percentage of paging exposures the scheduler should consider when determining whether to add
an E1, E2, or E3 loading user to the dispatch list. If the total number of loading users currently in the
dispatch list plus the loading user under consideration exceeds this percentage of paging exposures, the
virtual machine is not added to the dispatch list.

« The percentage of paging exposures the scheduler should consider when determining whether to add
an E2 or E3 loading user to the dispatch list.

« The percentage of paging exposures the scheduler should consider when determining whether to add
an E3 virtual machine to the dispatch list.

If unchanged by the SET SRM LDUBUF command, the LDUBUF values after system initialization are 100%,
75%, and 60%, respectively. In effect, the initial LDUBUF values reserve 25% (100%—-75%) of the paging
exposures for Q0 and Q1 virtual machines and 15% of the paging exposures (75%-60%) for Q2 virtual
machines.

The class A SET SRM DSPBUF command can be used to set limits by transaction class on the number of
virtual machines that are to occupy the dispatch list concurrently. Thus, it can be used to ensure that the
total number of virtual machines running at any one time is consistent with the capacity of the system
as a whole, in particular with the capacity of the processing and I/O resources, which are otherwise
unscheduled by CP.

The SET SRM DSPBUF command sets the following parameters for the scheduler:

« The number of Q1, Q2, and Q3 virtual machines to be allowed in the dispatch list concurrently. If
the total number of virtual machines currently in the dispatch list plus the virtual machine under
consideration exceeds this number, the virtual machine is not added to the dispatch list.

« The number of Q2 and Q3 virtual machines to be allowed in the dispatch list concurrently.
« The number of Q3 virtual machines to be allowed in the dispatch list concurrently.

If unchanged by the SET SRM DSPBUF command, all three DSPBUF values after system initialization are
32767. Note that EO virtual machines enter the dispatch list immediately without regard to the DSPBUF
settings.

Finally, the class A SET SRM MAXWSS command can be used to specify an upper limit on how much real
storage a user is allowed to occupy. In a heavily used interactive system, some work may be impractical to
run because the working set is too large. Running a user with a working set that fills 100%, 90%, 75%, or
even 50% of real storage could interfere too much with the interactive workload.

In these cases, the installation should weigh the value of its interactive work against the value of running
large users, and determine the largest percentage of real storage that it is willing to give to any single
large user. By specifying this percentage on the SET SRM MAXWSS command, you can instruct the system
not to let any user (except users with large absolute shares) occupy more than this percentage of real
storage, including real storage above the 2 GB line.

Scheduling Share Option

A primary factor in the calculation of both the eligible and dispatch priorities of a virtual machine is
the share allocated by the installation to the virtual machine. A virtual machine's share represents the
percentage of system resources to which the virtual machine is entitled and can be specified by the
installation by way of the SHARE directory control statement or the SET SHARE command.

Two types of shares can be specified:

« Absolute share. An absolute share is a percentage of available system resources greater than 0% and
less than or equal to 100% that the installation wishes to allocate to this virtual machine. The scheduler
reserves 1% of available system resources for virtual machines with relative shares. Therefore, the
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scheduler reduces a virtual machine's absolute share if the sum of all absolute shares assigned to
virtual machines exceeds 99%.

« Relative share. A relative share is a value in the range from 1 to 20000, which is meaningful only
when compared to the relative shares assigned to other virtual machines. All virtual machines with
relative shares compete for the percentage of system resources that remains after system resources
have been assigned to all virtual machines with absolute shares. The remaining resources are divided
among relative share virtual machines based on their relative values. The default relative share is 100.
If necessary, the scheduler reserves 1% of available system resources for virtual machines with relative
shares.

Using the shares allocated by the installation to all logged on virtual machines, the scheduler computes
each virtual machine's normalized share, which is the resulting percentage of system resources after
comparison with all the other logged on users that will be scheduled on the same CPU type. A virtual
machine's normalized share is a percentage of system resources in the range of 0% to 100%. The sum of
all normalized shares for logged-on virtual machines is 100%.

The following example illustrates the normalized share calculation. Suppose the following shares are
specified by the SET SHARE command for a set of virtual machines:

« Virtual machine A has an absolute share of 50%.
« Virtual machines B and C each have absolute shares of 30%.
« Virtual machines D and E each have relative shares of 100.

Although the absolute share virtual machines require 110% of the system resources, only 100% of the
system resources are available. The scheduler reserves 1% for the relative share virtual machines, so the
available resource percentage is reduced to 99%. Each absolute share virtual machine is scaled down
proportionately (99/110, or about 90%). Thus, the virtual machines receive the following normalized
shares:

- Virtual machine A receives a normalized share of 45%.

« Virtual machines B and C each receive a normalized share of 27%.

- Virtual machines D and E each receive a normalized share of 0.5%.

Assigning an absolute share to a virtual machine can be used to guarantee the availability of a certain
percentage of processing time, storage capacity, and paging capacity to a virtual machine with high
requirements for any of these resources. Assigning relative shares to virtual machines can be used to

guarantee their relative priority in using system resources. The QUERY SHARE command can be used by
the class A or E user to display a virtual machine's assigned share.

Scheduling Maximum Share Option

In addition to the normal share setting discussed above, a maximum share can be set for a virtual
machine. The normal share provides a target minimum for percentage of system resources. The maximum
share provides a target maximum. Due to the dynamics of the z/VM systems and scheduling, the
maximum share target is not always met. The actual usage should be within 5% of the system. The
accuracy may be affected by the following:

« Running guest as a virtual MP

« Guest use of DIAGNOSE X'44' or X'9C'
« Running z/VM second level or a LPAR
« Low system utilization

The maximum share can be specified by using the SHARE directory control statement or the SET SHARE
command. As with the normal share, the maximum share can be specified as ABSOLUTE or RELATIVE.
The limit types that can be specified for the maximum share are:

- NOLIMIT means the user is not limited. This is the default.
« LIMITHARD means the user does not get more than their maximum share.
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e LIMITSOFT means the user does not get more than their maximum share, unless no other user can use
the available resources.

Scheduling Maximum Share Using CPU Pools

CPU pools can be used to set the maximum share of virtual CPU resources for groups of virtual machines.
The DEFINE CPUPOOL command can be used to create a CPU pool with a limit on one type of virtual CPU
(virtual CP CPUs or virtual IFL CPUs only). Multiple CPU pools can be defined on the system. One or more
virtual machines can be assigned to a CPU pool (a virtual machine can be assigned to one CPU pool at a
time) and have their aggregate CPU consumption limited to the pool's capacity.

Two types of resource limits can be set for the group of users in a CPU pool:

« LIMITHARD limits the CPU pool to a specific percentage of the CPUs of the specified CPU type.
« CAPACITY limits the CPU pool to a specific number of CPUs of the specified CPU type.

For more information, see “Using CPU Pools” on page 109.

Quick Dispatch Option

Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list. Therefore the quick dispatch
option is now less meaningful, although it does get the virtual machine a different size elapsed time
slice.

The quick dispatch option is assigned to a virtual machine by the QUICKDSP option on the OPTION
directory statement. This option can also be assigned to a logged-on virtual machine by a class A user ID
only using the SET QUICKDSP command. This option remains in effect until a class A user ID enters a SET
QUICKDSP OFF command. The quick dispatch option can be in effect for multiple virtual machines at the
same time.

When the quick dispatch option is assigned to a virtual machine, the quick dispatch virtual machine is
added to the dispatch list immediately, whenever it has work to do, without waiting in the eligible list.
Events can occur that cause the quick dispatch virtual machine to enter the dormant list. However, as
soon as the quick dispatch virtual machine becomes dispatchable again, it enters the dispatch list without
waiting in the eligible list.

Because the quick dispatch virtual machines are always in the set of virtual machines being dispatched
when not in the dormant list, they are considered for dispatching more frequently than other virtual
machines, which may spend time waiting in the eligible list.

When the quick dispatch option is specified for a virtual machine, it is dispatched according to usual
dispatching rules (placed in the dispatch vector at its usual priority, for example), but it never waits in

the eligible list. The quick dispatch option can be assigned to selected time-sharing virtual machines
with critical response time requirements to improve their response time when a large number of virtual
machines are operating concurrently. Service virtual machines (in which RSCS and IUCV applications run,
for example) and guest operating systems with interactive users (z/VM, for example) are good candidates
for the quick dispatch option.

When the reserved pages option is used in conjunction with the quick dispatch option, the virtual machine
to which these options are assigned will experience little system overhead to run, further improving
response time. Assigning both options can insure fairly stable performance for the virtual machine despite
fluctuations in the total system operating environment that could otherwise affect the performance of the
virtual machine.

Note that the quick dispatch option is intended for selective use for virtual machines with critical
response time requirements. The scheduler always moves a quick dispatch virtual machine immediately
into the dispatch list whenever it is ready to run, without regard to the resource requirements of other
virtual machines and the current system load. Therefore, indiscriminate use increases response times
overall and may disrupt the management of real storage.
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The QUERY QUICKDSP command can be used by the class A or E user to determine whether a specified
virtual machine is a quick dispatch virtual machine.

Reserved Page Frames Option

The reserved page frames option is set with the CP SET RESERVED command, which can be entered by a
user with privilege class A. Reserved page frames can be assigned to multiple logged-on virtual machines
and to multiple NSSs and DCSSs (the NSSs and DCSSs do not have to be loaded for the setting to be
applied). The command specifies the amount of storage the target entity is entitled to have resident in
real storage at all times. You can use the CP QUERY RESERVED command to display the current reserved
settings. In effect, this option causes the CP available list replenishment algorithm to skip the virtual
machine, NSS, or DCSS whenever it has less resident storage than the reserved setting.

If the total amount of reserved storage is a large percentage of the dynamic paging area, system
responsiveness may degrade because CP is limited in the guest storage it can page. When analyzing
system capacity, it is suggested you determine a maximum total reserved storage amount and set a
RESERVED SYSMAX value on the STORAGE configuration statement or after IPL via the SET RESERVED
command.

In addition to the reserved setting, the response to the CP QUERY RESERVED command displays the
amount of resident and instantiated storage a virtual machine, NSS, or DCSS has, which may be useful in
determining whether the reserved setting is appropriate. When a virtual machine, NSS, or DCSS does not
yet have a reserved setting, you may use the INDICATE USER and INDICATE NSS commands to determine
the resident and instantiated pages for a virtual machine, NSS, or DCSS.

When a page fault occurs, it is normally handled synchronously. That is, the entire virtual machine waits
until that page fault is resolved. (There are two exceptions: (1) Use of the pseudo page fault facility in
conjunction with the VM/VS handshaking feature. (2) Use of the PFAULT macro to do asynchronous page
fault handling while in access register mode.) If that virtual machine is running on behalf of just one user,
this synchronous handling has little significance. However, if that virtual machine is running a multitasking
server application, all end users who currently have requests pending to that server are delayed until the
page fault is resolved.

Because of this, the reserve page frames option is especially useful for reducing the amount of page
faulting that occurs in multitasking server virtual machines. By reserving the working set of each such
virtual machine on a z/VM system, paging is, in effect, moved out of those virtual machines where it can
delay multiple users and into those virtual machines where it delays just one user.

The VTAM® and VSCS virtual machines are excellent examples of multitasking server virtual machines
that can benefit significantly from the use of the reserved page frames option. Minimizing page faults
in these particular servers is especially beneficial to end user response time. For each of these servers,
consider reserving a number of pages equal to the number of resident pages it uses during peak hours.
The INDICATE USER command provides this information.

Other potential uses of the reserved page frames option include:

- It could be assigned to a virtual machine to provide it with generally consistent paging activity and,
therefore, performance, because the most active pages of the virtual machine will tend to remain in real
storage (as part of the resident working set) regardless of the other activity in the system. This option is
suitable for assignment to a batch-oriented production virtual machine, for example, to help ensure that
processing is usually completed by a specific time.

« It could be assigned to a response-critical virtual machine whose activity is infrequent or irregular,
such as one whose activity is initiated by a remote display. If the reserved page frames option is not
assigned to such a virtual machine during periods of inactivity for this virtual machine, its inactive pages
are paged out if necessary. Page frame allocation and paging operations are then required in order to
reinitiate teleprocessing routines in response to a remote display request. As a result, response time
can be longer during start-up periods in a real machine. If the reserved page frames option is in effect, a
number of page frames is immediately available, which may still contain some of the required pages.
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« It could be assigned for the MONDCSS used to capture monitor data. In an over committed storage
environment, keeping MONDCSS pages resident minimizes the risk of incomplete or missing monitor
records.

Locked Pages Option

An operator with privilege class A assigned can enter the LOCK command to cause specific pages of one
or more virtual machines to be permanently locked in real storage (that is, until the next IPL). The pages
indicated in a LOCK command are assigned page frames and paged into these page frames, if they are
not currently present in real storage. The frame table entries for these page frames are then removed
from the user-owned frame list by the real storage allocation routine, which effectively causes them to be
locked until the next IPL.

Note: When using the LOCK command, you must specify whether the guest pages are to be locked into
host logical storage or host real storage. Locking pages into host logical storage is intended for debugging
purposes. If you are using LOCK for performance reasons, specify the REAL operand to lock the pages into
real storage.

Page frames that contain locked pages are not allocated slots in auxiliary storage. The specified pages
remain locked until the virtual machine with which they are associated is logged off or until a class A
operator unlocks them with the UNLOCK command.

The pages in a shared segment within an NSS or saved segment can be locked. If the SYSTEM CLEAR
command is entered for a virtual machine with locked pages, these pages are cleared to zero and
unlocked. Further, if a re-IPL of the same or a different operating system is performed in a virtual machine
that has locked pages, or virtual storage is redefined for a virtual machine with locked pages, any locked
pages are unlocked.

The locked pages option can be used to eliminate paging activity for the most heavily-used pages of
virtual machines. Virtual storage page 0 of any virtual machine is the most likely candidate for locking,
because it is referenced quite frequently (for example, every time an interrupt occurs for the virtual
machine). The virtual storage pages that contain the interrupt-handling routines of an operating system
are other good candidates for locking.

Because locked pages cause the amount of real storage that is available for paging to be reduced,
excessive use of this facility can cause reduced performance for virtual machines in general, because they
must compete for the use of less pageable real storage.

The MAP operand can be specified on a LOCK command to cause a display on the virtual operator's
console of the virtual storage addresses of the pages of a virtual machine that are currently locked. The
real storage addresses of the page frames in which these pages are locked are also displayed.

The number of page frames locked for a virtual machine can be determined by entering the INDICATE
USER command. The total number of page frames locked using the CP LOCK command can be determined
by the class A, B, or E user by entering the QUERY FRAMES command.

Collaborative Memory Management Assist

The Collaborative Memory Management Assist is a machine feature that allows z/Architecture guests with
the appropriate support to exchange memory usage and status information with z/VM. This sharing of
information provides several benefits:

« The guest memory footprint is reduced, allowing for greater memory overcommitment by z/VM.
« z/VM can make more efficient decisions when selecting page frames to reclaim.

z/VM page-write overhead is eliminated for pages that the guest has designated as unused or volatile.
« The guest can make better decisions when assigning pages.
« Guest page-clearing overhead can be eliminated for pages that z/VM has indicated contain zeros.

The Collaborative Memory Management Assist provides a means for communicating state information
about a 4 KB block of storage between a program running in a z/Architecture virtual machine and the
z/VM control program. This sharing of state information allows the program and z/VM to make more
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efficient memory management decisions. The Collaborative Memory Management Assist includes the
following features:

- A unique block-usage state and block-content state that are associated with each 4 KB block of main
storage (that is, memory) in the virtual configuration.

 The privileged EXTRACT AND SET STORAGE ATTRIBUTES instruction which can be used to extract and
optionally set the block-usage and block-content states of a 4 KB block.

« A new reason for recognizing an addressing-exception program interruption.
« The new block-volatility-exception program-interruption condition.

For more information, see Collaborative memory management assist, in z/VM: CP Programming Services.

The following CP commands have been added for this support:
« QUERY MEMASSIST
« SET MEMASSIST

For more information, see QUERY MEMASSIST and SET MEMASSIST, in z/VM: CP Commands and Utilities
Reference.

Real Channel Program Execution Option

z/VM provides a facility by which programs in authorized virtual machines (such as GCS virtual machines)
can run real channel programs. This facility enhances performance on dedicated I/O devices, bypassing
CP channel program translation. The virtual machine must be authorized to use the facility by the DIAG98
option of the OPTION statement in the virtual machine's user directory entry.

A virtual machine can issue DIAGNOSE X'98' to perform functions that allow it to run a real channel
program. These functions are:

« Lock a page of virtual machine storage in real storage
« Unlock a page previously locked by the DIAGNOSE instruction
 Enter a Start Subchannel instruction to run a real channel program.

A real channel program can run anywhere in real storage. Accordingly, when a virtual machine sends a
DIAGNOSE X'98' lock function, CP allocates a real page frame from the dynamic paging area and locks the
specified virtual storage page into real storage.

Named Saved Systems (NSSs)

The control program portion of an operating system that is IPLed frequently or used by many virtual
machines or both can be saved in pageable format on a system data file and given a unique name. When
a user wishes to IPL the NSS, the user can specify in the IPL command the name under which the system
is saved, instead of a device number. The NSS is then paged into the user's virtual storage from a system
data file on a CP-owned spooling volume on a demand basis as required instead of being totally read in
from the system residence volume of the operating system during the IPL command procedure.

The significant amount of Start Subchannel instruction simulation processing that is normally required to
load an operating system is eliminated when an NSS is loaded. This improves IPL performance. A shared
storage capability is also supported for NSSs.

Two steps must be taken in order to generate an NSS. First, a skeleton system data file for the system to
be saved must be defined and named using the DEFSYS command. This command specifies the following:

- Name to be assigned to the NSS

« Minimum virtual storage size in which the NSS can run (MINSIZE operand)

« Pages to be saved and the type of virtual machine access permitted for each range of pages
Whether the NSS is restricted

Range of general registers that are to contain the IPL parameter string when the NSS receives control
from CP.
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The VMGROUP operand can also be specified on the DEFSYS command. This operand indicates that
virtual machines that IPL the NSS become members of a virtual machine group identified by the name of
the NSS. The VMGROUP option defines the group associated with the NSS.

The following types of virtual machine access may be defined for each range of pages in the NSS:
« Exclusive read/write access

« Exclusive read/write access, no data saved

« Exclusive read-only access

« Shared read/write access

« Shared read/write access, no data saved

« Shared read-only access

» Read/write access by a CP service, shared read-only access by a virtual machine, no data saved.

The “no data saved” designation indicates that the page is treated as a new page when the virtual
machine first references it. The contents of the page and its storage key are not saved by the SAVESYS
command.

A virtual machine can access a restricted NSS only if there is a NAMESAVE statement for the NSS in its
z/VM directory entry.

When saved, the NSS occupies z/VM spooling space as a system data file. One slot for each page to be
saved plus one slot for saved control information is required for each NSS. The control information that is
saved includes:

Contents of the PSW
General registers

Floating-point registers

Control registers

Storage keys of the saved pages at the time the system was saved.

The class E user can verify that the NSS was correctly defined by entering the QUERY NSS command with
the MAP operand.

Second, the NSS must be IPLed in a virtual machine that has privilege class E assigned. At the point in
processing at which the system is to be saved, the user must enter the SAVESYS command and specify
the name that was assigned to the system by the DEFSYS command. This causes selected contents of
virtual storage and one page of control information to be saved in the previously defined system data file.
The NSS can then be IPLed from the system data file.

Users that IPL an NSS have their own copy of any exclusive pages in the NSS paged into their own virtual
storage during operation of the virtual machine. Therefore, real storage and auxiliary storage are allocated
to those pages of their NSS as usual.

The point in processing at which the SAVESYS command is entered determines the point at which
processing is resumed when the NSS is IPLed. (The SAVESYS command essentially performs a checkpoint
function.) Therefore, the NSS facility can be used to eliminate the need to respond to initialization
commands that are entered during operating system initialization, if the users of such an NSS do not
intend to modify previously selected options during the IPL procedure.

A z/OS operating system can be saved, for example, after nucleus initialization program (NIP) processing
and, optionally, job entry subsystem (JES) initialization are completed. A VSE operating system can be
saved after VSE initialization is completed. The NSS facility can be used to speed up IPLing of various
operating systems. This facility enables a user who does not know how to IPL VSE or z/OS to use the
following technique:

1. Virtual machine logs on and IPLs the CMS system automatically.
2. A CMS user profile executes a series of setup commands.
3. The user's profile would IPL the guest operating system.
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For more information, see z/VM: Running Guest Operating Systems.

The shared storage capability of the NSS facility enables reenterable portions of virtual storage that
contain programs or data or both to be shared by concurrently operating virtual machines. A virtual
storage area within an NSS that is to be shared must begin on a 1 MB segment boundary and be a multiple
of a segment (1 MB) in size. Partially defined segments have the rest of their pages treated as "no data
saved" using the shared or exclusive attribute given to the rest of the segment. The maximum size of an
NSS is 2047 MB (2047 segments). All of the segments within an NSS except the first segment (segment
0) may be shared. Segment 0 must be defined with exclusive access. Every virtual machine needs its own
page 0. Therefore, the segment containing page 0 must be exclusive.

z/VM keeps track of the NSSs that are currently loaded for virtual machines and the shared storage they
contain. Virtual machines that are sharing storage also share the page tables used for those segments.
Additional information about shared segments and details about their management are discussed in
z/VM: Saved Segments Planning and Administration.

Saved Segments

The saved segment facility enables segments of virtual storage that are not part of an NSS to be saved.
It enables the virtual storage used by a virtual machine to be dynamically changed. The ability to share
saved segments is an important performance characteristic.

A saved segment can be attached to (loaded in) a virtual machine. If the saved segment is outside of the
virtual machine current storage size, the virtual machine's effective addressability is expanded. A 6 MB
virtual machine that loads a 1 MB saved segment at the 8 MB line is able to address 7 MB of storage
(original 6 MB plus the 1 MB segment).

A saved segment can be used for code or data. Sharing a saved segment among multiple virtual machines
can improve performance by minimizing storage requirements. For example, the code for a licensed
program product may require 100 pages. There may be fifty users executing this code at the same

time. This would require storage and paging resources for 5000 pages if not shared, but only 100 if

a shared saved segment were used. Sharing can also be applied to saved segments containing data.

The CMS SAVEFD command can be used to create a segment containing file directory information for a
CMS formatted minidisk. This segment can be shared among CMS users. See z/VM: CMS Planning and
Administration for additional information.

VM/VS Handshaking

VM/VS handshaking is a standard facility of CP. It can be used by all supported releases and versions of
VSE operating systems.

VM/VS handshaking support provides a communication path between CP and a virtual machine. This
enables CP to know that an operating system with VM/VS handshaking support is running under its
control. Also, this permits the VSE operating system to know it is running in a virtual machine under the
control of a CP with VM/VS handshaking support.

VM/VS handshaking support is designed to improve the performance and simplify the operation of VSE
running in virtual machines. The following facilities are provided by VM/VS handshaking support:

« CP spool files written by VSE output writers are closed by VSE, which eliminates the need for the virtual
machine's operator to enter CP CLOSE commands for these files.

« Improved page fault handling is provided, which allows a VSE virtual machine to receive control after a
page fault occurs (instead of being placed in a wait state) so that it can dispatch the next ready task.
If use of VM/VS handshaking support is specified when VSE is generated, the VSE guest activates this
facility automatically by entering a CP SET PAGEX command using the DIAGNOSE X'08' interface.

« A nonpaged mode of operation for VSE virtual machines is supported, which results in the issuing of
fewer privileged instructions and the elimination of duplicate paging by VSE.

- VSE avoids issuing certain frequently used privileged instructions, which are inefficient in a virtual
machine. Also, VSE eliminates procedures that duplicate functions provided by CP.
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In addition to these facilities, the BTAM autopoll facility is supported, which reduces the CP processing
required to handle BTAM autopoll channel programs in VSE virtual machines.

When the BTAM autopoll facility of CP is not active, whenever a channel program containing a polling
sequence is started by a virtual machine, the program-controlled interrupt (PCI) flag is turned on in the
corresponding real autopoll channel program by the channel program translation routine in CP. Thus, each
time the real autopoll channel program runs, the PCI flag causes an interrupt and CP gains control to
determine whether the corresponding virtual CCW string has been changed. Any changes found are made
to the real CCW string while it is operating.

When the SET AUTOPOLL ON command is entered, the BTAM autopoll facility is activated. This causes CP
not to set the PCI flag in BTAM autopoll channel programs and, therefore, not to check for changes to the
virtual CCW string. CP then expects to be notified of any such changes. VSE checks for the changes and
issue a DIAGNOSE X'28' to inform CP of each change.

The SET AUTOPOLL OFF command deactivates the BTAM autopoll facility. This is the default setting for
the facility when a virtual machine is logged on. If the facility is activated for a virtual machine that

does not support the BTAM autopoll interface to z/VM, CP does not detect changes to the BTAM autopoll
channel program and results are unpredictable.

The QUERY SET command can be used to determine the PAGEX and AUTOPOLL settings for a virtual
machine.

Minidisk Cache

Minidisk cache may provide performance and administrative benefits to z/VM systems. The amount of
data that exists is much larger than the amount of data that is frequently used. This tends to be true for
systems as well as individual virtual machines. The concept of caching builds off this behavior by keeping
the frequently referenced data where it can be efficiently accessed. For minidisk cache, CP uses real
storage as a cache for data from virtual I/O. This is the default. Accessing electronic storage is much more
efficient than accessing DASD.

The rest of this section is broken down into subsections. The first five provide background information
on how minidisk cache works. The last subsection provides recommendations and guidelines for using
minidisk cache more effectively.

Requirements

Restrictions for minidisk cache are in the area of the type of I/O and the type of the data or minidisk. The
following is a list of restrictions for minidisk cache eligibility:

- Data must be referenced via Diagnose X'18', DiagnoseX'A4', Diagnose X'A8', Diagnose X'250',
*BLOCKIO, SSCH, SIO, or SIOF.

« Minidisks must be on a 3380, 3390, or FBA DASD, or hardware that emulates those architectures.
« Dedicated devices are not eligible.

« FBA minidisks must be defined on page boundaries, and the size must be a multiple of 8 pages (64
512-byte blocks).

« Minidisks created with Diagnose X'E4' are not eligible.

« Minidisk caching is not supported for minidisks on shared DASD. There is no support for handshaking
between z/VM systems for minidisk cache.

« When you SET SHARED ON for a device, minidisks on that device become ineligible for minidisk cache.

« Minidisks that overlap CP space allocated for page, spool, directory, or temporary disk are not eligible.
In the temporary disk case, this refers to a minidisk defined in the directory or with the DEFINE MDISK
command. It does not refer to minidisks created with the DEFINE TEMPDISK command.

« A minidisk, including a temporary disk, is not eligible for minidisk cache if it has been defined with
greater than 32,767 cylinders. This does not apply to FBA devices. It applies only to ECKD devices.

« I/Os can be aborted from minidisk cache processing for various reasons. These reasons include:
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The record size is greater than 32,767 bytes.
The channel program includes a backwards TIC that does not point to a search command.

The channel program includes a format write (X'03') command.

The channel program includes a sense CCW (X'04").

The channel program includes a read sector CCW (X'22").

« Ifthe guest I/0 is to a minidisk located on a volume that is held in an LCU that contains HyperPAV
aliases, and if the guest channel program fails to contain a Prefix CCW as its first command, the I/O is
ineligible for minidisk cache.

Concepts

Minidisk cache is a data-in-memory technique that attempts to improve performance by decreasing

the I/O to DASD required for minidisk I/O. Minidisk cache trades increased use of real storage for
decreased DASD I/O. Since paging to DASD increases as the amount of available real storage decreases,
you should expect some increase in paging I/O when exploiting minidisk cache. An increase in paging is
not necessarily bad. Looking at the total real DASD I/0 rate and user state sampling can show whether the
system is benefiting from minidisk cache. For example, if minidisk cache reduces the real DASD I/O rate
by 300 I/Os per second and paging DASD I/O increases by 50 per second, then there would be a 250 I/Os
per second reduction. This is good. Also, looking at user state sampling might indicate users are waiting
for virtual I/O much less than before with just a small increase in page wait time. This would also be good.

Minidisk Cache Arbiter

By default, the CP arbiter function determines how much real storage to give to minidisk cache and
paging. The goal of the arbiter is to keep the average page life of a minidisk cache page equal to the
average page life of a page used for paging. This is not measured directly, but estimated based on steal
rates for the two usage types. Several commands are available to influence the arbiter. The amount of
real storage used by minidisk cache can be set by the SET MDCACHE STORAGE command. Minimum and
maximum values can be set. When the minimum and maximum values are equal, the storage associated
with minidisk cache is a fixed amount and the arbiter is effectively turned off. Unequal minimum and
maximum values can be used to bound the cache size determined by the arbiter. An additional method of
influencing the arbiter is setting a bias with the SET MDCACHE STORAGE BIAS command. If you find the
arbiter favoring paging or minidisk cache more than is optimal for your system, you may bias the arbiter
for or against minidisk cache.

Fair Share Limit

The z/VM minidisk cache is implemented with a system cache where the storage for the cache is shared
with all the users on the system. In order to prevent any one user from negatively impacting other users
on the system, CP enforces a fair share limit. This is a limit on the amount of I/O that a user can insert
into the cache over a fixed period of time. The limit is a dynamic value based on the amount of storage
available and the number of users that want to make inserts to the data. If a user reaches the fair share
limit, the I/O still completes but the data is not inserted into the cache. The NOMDCFS operand on the
OPTION statement of a user directory entry can be used to override the fair share limit.

Minidisk Cache Enabling

By default all minidisks that meet the requirements for minidisk cache are enabled. There are three levels
of control for enabling minidisk cache.

1. System level

The system level is the highest level of control and is managed by the SET MDCACHE SYSTEM
command. Minidisk cache is either on or off at the system level. If it is off, then no minidisk caching is
done regardless of other settings at lower levels. Minidisk cache is on at the system level by default.

2. Real device level

Chapter 3. z/VM Performance Guidelines 41



z/VM Performance Guidelines

If minidisk cache is enabled at the system level, then the SET MDCACHE RDEV command, SET
RDEVICE command, or RDEVICE configuration statement can be used to further enable or disable
minidisk cache at the real device level. There are three settings at the real device level.

DFLTON
Default On enables minidisk caching for a real device, yet allows the ability to disable minidisk
caching for a particular minidisk on that device. All eligible minidisks will be cached on this device
except those that have caching off at the minidisk level. This is the default.

DFLTOFF
Default Off disables minidisk caching for a real device, yet allows the ability to enable caching for
a particular minidisk on that device. No minidisks will be cached on this device except those that
have caching on at the minidisk level.

OFF
OFF disables minidisk caching for a real device. It cannot be overridden at the minidisk level. No
minidisks will be cached on this device.

3. Minidisk level

The last level of control is the minidisk level which is managed by the CP command SET MDCACHE
MDISK or MINIOPT statements in the system directory. By default minidisk cache is enabled at the
minidisk level. One can explicitly specify ON for minidisks on devices with a DFLTOFF setting or OFF for
minidisks on devices with a DFLTON setting.

The ability also exists to flush data from minidisk cache for particular devices and minidisks with the SET
MDCACHE RDEV FLUSH or SET MDCACHE MDISK FLUSH commands.

Guidelines
Here are some suggestions that will help you to use minidisk cache more effectively:

1. As discussed above, the use of minidisk cache usually results in an increase in paging and the arbiter
assumes the paging configuration is appropriate. There can be significant performance degradation
if minidisk cache is used on a system that has not had the paging configuration tuned. You want
to make sure that there is sufficient paging space allocated. z/VM likes large paging allocations in
order to effectively use block paging. If the block size of page reads as reported by monitor is less
than 10, there is probably not enough DASD space allocated for paging. Paging space should also be
isolated so that the seldom-ending channel program (start subchannel/resume subchannel) technique
is effective. Do not mix paging space with other types of data, including spool space. Balance the
paging I/0 over multiple volumes where appropriate.

2. When using minidisk cache, always have some real storage defined for minidisk cache.

In systems where the I/0 buffers in virtual storage of the user are not page aligned, there can be a
significant performance degradation if you do not have some real storage allocated for minidisk cache.

3. Consider biasing the arbiter against minidisk cache if the system is very rich in storage.

Setting a value less than one on the BIAS option of the SET MDCACHE will bias against minidisk
cache. Measurement results to date suggest that in environments that show no storage constraint, the
arbiters sometime use more storage for minidisk cache than is optimal. The more storage constrained
a system is, the better the arbiter tends to work. A bias in minidisk cache size can also be achieved by
using SET MDCACHE to set a maximum size.

4. When planning what data should be enabled for minidisk cache, it is generally better to start with
everything enabled and then selectively disable minidisks or volumes.

Volumes with data that are physically shared between z/VM systems should be disabled for minidisk
cache. There is no handshaking between z/VM systems to ensure that changes to a minidisk are
reflected in the minidisk cache of other systems. This also applies to sharing minidisks between first
and second level systems.

Minidisks where the majority of I/Os are write I/Os should be disabled for minidisk cache. Examples of
this include the log disks for Shared File System.

42 z/VM: 7.3 Performance



z/VM Performance Guidelines

Minidisks with data that is only read once should be disabled for minidisk cache. The real benefit of
minidisk cache is only seen for data that is referenced multiple times.

Disable minidisk cache for volumes that are mapped to VM data spaces. If data is being accessed

by the mapped mdisk feature of VM data spaces, there is no additional benefit from minidisk cache.
There can be significant overhead in processing to ensure data integrity when both minidisk cache and
mapped mdisks are used for the same minidisk.

Disable minidisk cache for minidisks that are the target of FlashCopy® requests. This includes
FlashCopy requests that might be initiated by virtual machines, such as a z/OS guest running the
HSM component.

You might want to temporarily disable minidisk cache for backup or scan routines that reference all
the data on a disk, but just once. This can be done with the SET MDCACHE INSERT or SET MDCACHE
MDISK CP commands.

5. Disable the minidisk cache fair share limit for key users.

Server machines or guests that do I/O on behalf of many users should not be subject to the minidisk
cache fair share limit. Use the NOMDCFS operand on the OPTION statement in the user entry of the
system directory to turn off the fair share limit.

6. Remove duplication of minidisks.

If you duplicated minidisks in the past in order to balance I/0, that may not be necessary with minidisk
cache. Duplication can actually decrease performance since it might result in duplicate copies of the
data in minidisk cache.

7. Consider use of record level minidisk cache.

There may be extreme cases of poor locality of reference where the default caching of a track of data
is inappropriate. This may be the case for certain database products. If the minidisks are non-FBA
CMS minidisks, then using record level minidisk cache may improve performance. The SET MDCACHE
command or directory options can be used to enable record level caching. This approach should be
used only after you have made sure all other tuning is appropriate.

VM Data Spaces

z/VM uses an extension to the interpretive-execution facility called VM Data Spaces to provide data
sharing services to application programs running in different virtual machines. These services are
available to applications that run in XC virtual machines.

CP gives a virtual machine a primary address space when the user logs on to the z/VM system. After
logging on, the XC virtual machine user may create other address spaces (called data spaces) and, if
desired, share them with other logged on users. VM Data Spaces provide increased storage addressability
and can move the burden of I/O from an application to the CP paging subsystem. The use of VM Data
Spaces also extends the concept of sharing data. This has two chief advantages:

1. It reduces storage requirements. One copy can be shared among many virtual machines instead of a
copy per virtual machine.

2. It reduces the need to transfer data by IUCV, APPC/VM, or some other communication vehicle.
CP macros can be used to create and work with data spaces. See z/VM: CP Programming Services.

The CMS Callable Services Library (CSL) also provides an interface to VM data spaces from high-level
languages.

The XC virtual machine mode is used for exploitation of VM Data Spaces. For non-XC mode virtual
machines, DIAGNOSE X'248' (Copy to Primary function) can be used to move data from a data space to
the virtual machine's primary address space. The Callable Services Library (CSL) provides an interface
with high level language support.

Minidisk Mapping extends the concept of applications using storage and letting CP handle the real I/O.
This function provides a means of associating minidisk data with VM data spaces. One or more minidisks
can be mapped to one or more data spaces. An application references the data simply by referencing
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the corresponding storage location in the data space. The real I/O is handle by the CP paging subsystem,
which provides efficiencies.

Some initial setup work is required to establish the mapping rules. This is managed by MAPMDISK,

a CP macro. Since virtual storage is volatile, management for integrity must be considered. The SAVE
function provides a means of forcing or committing the data to the non-volatile DASD where the minidisk
resides. Minidisks that are to be referred to exclusively as mapped minidisks should be made ineligible for
minidisk cache.

The processing associated with page fault resolution serializes a virtual machine. The Asynchronous Page
Fault capability is available to address the impact of server virtual machine page fault serialization on
other dependent virtual machines. Asynch Page Fault allows a virtual machine to continue processing on
other work (a different task), while CP handles the page fault. The implementation applies only to page
faults of data space pages. CP will provide an interrupt when the page fault is complete. At that time the
server application can finish the processing the original task associated with the page fault.

The server application requires logic to work in this environment. This includes:

« Astructure that lends itself to tasking or work units.

Selection of asynchronous page fault function on a data space by space basis. This occurs when adding
the data space to the access list.

Using CP macro PFAULT to establish token for hand shaking.
Support to handle the associated interrupts.

The PAGEX support is based off the same idea. There are two significant differences between the two:

1. PAGEX deals with the primary address space while the Asynchronous Page Fault support is limited to
VM Data Spaces.

2. Asynchronous Page Fault was designed with server virtual machines in mind. The hand shaking
interface with CP is easy to work with and lends itself nicely to server applications.

Disk mapping can further improve performance through the use of another CP macro, REFPAGE. This
macro allows an application to specify its upcoming storage reference patterns. The z/VM paging
subsystem uses this information to form blocks of pages that are related to the application's future
reference pattern. When the paging subsystem needs to reference a DASD for one page of a block, it loads
the entire block into the data space, eliminating the need to access the DASD on subsequent references
to other pages.

Spool File Initialization

Previously, enhancements were made in VM to improve performance of system initialization. In particular,
these enhancements affected spool file initialization performance, regardless of whether it is a WARM,
COLD, or FORCE start. The benefit of the enhancements is proportional to the number of spool volumes
and paths to those volumes. Placing temporary disk (TDSK) and spool (SPOL) areas on the same volume
will degrade the performance, especially if FEATURES ENABLE CLEAR_TDISK is coded in the system
configuration file. This setting specifies that the temporary disk space be cleared to binary zeros at
initialization time. The clearing process and spool file initialization get in the way of each other and slow
the system initialization process down.

File Caching Option for CP-Accessed Minidisks

Depending on how you configure your system, you may instruct CP to obtain log message and logo
information from files that reside on minidisks accessed by CP. You can use the CP_ACCESS statement

in the system configuration file or the CPACCESS command to inform CP what minidisks it is to access.
Because log message information is displayed every time a user logs on to the system or issues the
QUERY LOGMSG command, and a logo is displayed every time a user logs off or a terminal is enabled, it is
a good idea to have CP cache the log message and logo files in storage.
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To cache these files in storage, you can enter the CPCACHE command or place a file called CPCACHE
FILES on the PARM DISK. Inside this file is a list of files you want CP to cache. You can use the
CPLISTFILE command to ensure that all high-usage files are, in fact, being cached.

Hot I/0 Detection

The hot I/0 detection function protects CP from broken hardware that floods the system with unsolicited

interrupts. Without this valuable protection, severe performance degradation or a HARD abend condition

occurs. When the system detects a hot I/O problem, it attempts to recover. If recovery is not possible, the
system removes the device from active I/O configuration. In either case, CP writes one or more messages
to the primary system console. These messages include the address of the broken device.

Virtual Disks in Storage

Virtual disks in storage are temporary FBA minidisks allocated from address spaces in host real storage
instead of on real DASD. Because the I/0 overhead is avoided, virtual disks in storage may be faster to use
than other minidisks. However, the improved I/O performance may be a trade off for increased storage
requirements. Unlike temporary minidisks (T-disks), virtual disks in storage defined by MDISK statements
in the directory can be shared. A shareable virtual disk in storage is created when the first user links

to it and destroyed when the last user detaches it or logs off. Virtual reserve/release is supported for
virtual disks in storage, which allows data sharing among multiple guests. Virtual disks in storage may

be especially useful for VSE guests, providing fast-access storage for label information areas and the
cross-system communication file (the "lock file").

Degree of Benefit

Although the use of virtual disks in storage can reduce processor requirements, the primary performance
benefit is the elapsed time reduction that results from eliminating file I/Os. For any given interaction or
job, the percentage reduction in elapsed time depends on how many I/Os are eliminated and the average
DASD response time of those I/Os. Consider the following example:

« elapsed time: 5 seconds
- file I/Os removed by using a virtual disk in storage: 100
- average DASD response time for those I/Os: 20 milliseconds

In this example, the use of virtual disks in storage would tend to result in an elapsed time decrease of
about 2 seconds (100*0.020), which is a 40% reduction. This assumes no significant increase in paging
for that interaction. This is often the case for those interactions that use virtual disks in storage. Any
increase in paging more typically shows up on a system basis and is distributed among all the users.

In addition to these elapsed time benefits, their use can result in a significant increase in system
throughput in cases where it removes or reduces an I/0 bottleneck. This can occur, for example, when a
virtual disk in storage is used for VSE lock file. By removing the I/0 bottleneck, the system workload can
be increased until some other system resource becomes the limiting factor.

Guidelines
Here are some suggestions that will help you to use virtual disks in storage effectively:

1. Heavily used temporary minidisks make good candidates, especially if the amount of referenced data
is small.

The more I/Os there are to a given minidisk, the larger the benefit side of the cost/benefit tradeoff if
the files on that minidisk are moved to a virtual disk in storage. If the amount of referenced data is
small, the cost side of the cost/benefit tradeoff is small.

2. Virtual disks in storage are especially beneficial if minidisk caching is not available.

When minidisk caching is in effect for a given minidisk, it may already be eliminating most of the read
I/0s, leaving only the write I/Os to be eliminated by moving that minidisk's files to a virtual disk in
storage. When minidisk caching is not in effect, both read and write I/Os are eliminated.
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3. Consider the alternatives.

For a given situation, other data-in-memory techniques such as shared segments, SFS DIRCONTROL
directories in data spaces, and minidisk caching may be more applicable.

4. Do not use more virtual disks in storage than necessary.

Each virtual disk in storage has one or more fixed pages associated with it. Being fixed, these pages
add to real storage requirements even when the virtual disk in storage is not being used.

The fixed storage requirement per virtual disk in storage is 1 page for the segment table (2 consecutive
pages if the virtual disk in storage is larger than 1 GB) plus 1 page for each ever-referenced MB in its
address space.

5. Do not make a virtual disk in storage larger than necessary.

This is a consideration if it is to be formatted with a utility that actually writes out every block. This
would be the case, for example, when the DSF initialization function is used to format a minidisk to be
used by a VSE guest. This is not a consideration when the CMS FORMAT command is used to format
the virtual disk in storage because CMS FORMAT only references a few of the data pages.

6. If necessary, increase the amount of paging space.

The use of virtual disks in storage will tend to increase the system's paging space requirements. Before
making them available on the system, first check to make sure there is enough extra paging space
available.

7. Detach a virtual disk in storage as soon as possible.

This primarily applies to private virtual disks in storage. When a private virtual disk in storage is
detached (or a shared one is detached by the last user), all page frames associated with that virtual
disk in storage are made available for other uses. This can greatly reduce the degree to which virtual
disk in storage usage increases real storage requirements.

8. Set system and user limits to help prevent excessive use.

This is done using the CP SET VDISK command. The system limit helps to protect the overall system
against overcommitment of storage through excessive use of virtual disks in storage. The user limit,
which only applies to virtual disks in storage that are obtained using the CP DEFINE command,
prevents any one user from acquiring an excessive amount of space.

The built-in default for the system limit is intended to provide protection against fixed storage
requirements (due to page and segment tables needed to map the address spaces) from using more
than 1/4 of the dynamic paging area. The built-in default for the user limit is 0, which would restrict
usage to virtual disks in storage defined by MDSK directory statements. For more information on the
built-in defaults, see the SET VDISK discussion in z/VM: CP Commands and Utilities Reference.

9. Monitor performance.

Monitor overall performance and system paging rate before and after virtual disks in storage are made
available. If overall performance shows a decrease that appears to be due to increased paging, you
may wish to decrease the system limit for virtual disk in storage usage. If, on the other hand, the
system limit is frequently being reached and overall performance is good, you may wish to increase the
system limit.

I/0 Throttling

The I/0 throttling function can be used to set a maximum rate at which the system's virtual machines, in
aggregate, are permitted to initiate I/Os to a given real device. This limit does not apply to I/Os initiated
by CP. CP converts the specified rate into an interval representing the minimum time that must pass after
one I/0 is started before the next I/0 to that device can start. If CP receives an I/0 request to a device
that has been limited by throttling, that I/O request is delayed, if necessary, until the minimum time
interval has completed.

In multi-system configurations which have shared channels, control units, or devices, throttling can be
used to help prevent any one system from over utilizing the shared resources. For example, if systems
A and B share a control unit and system A is on a much faster processor complex, system A could
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monopolize the control unit because it can issue I/Os faster. By throttling devices owned by system A on
the shared control unit, system B would not see as much contention at the control unit level.

The same approach can be used within a system. Just replace systems A and B above with users A and B.
The one item to note is that throttling occurs at the real device level, not the minidisk or user ID level.

The throttle rate can be set with the CP SET THROTTLE command or with the THROTTLE statement in the
CP CONFIG file. The rate can be set for one or more devices at a time. The QUERY THROTTLE command
can be used to determine the current throttle values.

I/O Priority Queueing

I/0 Priority Queueing provides a method to favor DASD I/0 of one virtual machine over another. This
priority is used at two levels. When virtual machine I/0 is targeted for the same real DASD volume at a
rate that creates a queue for that device, the priority value is used in determining where in the queue

the I/O should be placed. The priority value is also used by the hardware I/O subsystem when there is
contention for channel paths. The higher priority I/Os will get better access to the channels. I/O priority
effects are ineffective in cases where I/O resources are unconstrained. For more information, see the SET
IOPRIORITY command in z/VM: CP Commands and Utilities Reference.

Enhanced QDIO Performance

The QDIO architecture, originally introduced with the OSA-Express, was later extended to HiperSockets
and the FCP channels. The architecture itself was extended in HiperSockets to include a type of high-
performance I/0 interruption known as an adapter interruption. The use of adapter interruptions has been
extended to the OSA-Express and FCP channels.

In addition to the use of adapter interruptions by the OSA-Express and FCP channels, the server is
designed to include a performance assist for the virtualization of adapter interruptions being given to
operating systems running as guests of z/VM. This hardware performance assist is available to guests that
support QDIO.

This IBM virtualization technology is designed to benefit all guest operating systems in environments
where they can process adapter interruptions. This includes all users of HiperSockets, and guest
operating systems that add adapter-interruption support for OSA-Express and FCP channels. TCP/IP can
benefit from this performance assist for both HiperSockets and OSA-Express.

The following CP functions have been added for this support:

« QUERY QIOASSIST command
« SET QIOASSIST command

The following CP functions have been updated for this support:

« QUERY VIRTUAL FCP command
« QUERY VIRTUAL OSA command

For more information, see z/VM: CP Commands and Utilities Reference.

Additional improvements include:

« QDIO enhanced buffer-state management (QEBSM). There are two hardware instructions designed to
help eliminate the overhead of hypervisor interception for guest I/O to HiperSockets, FCP, and OSA
devices.

« Host page-management assist (HPMA). This assist is an interface to the z/VM storage (memory)
management function designed to allow page frames to be assigned, locked, and unlocked without
z/VM hypervisor assistance. HPMA primarily benefits environments with QDIO enhanced buffer-state
management and Collaborative Memory Management Assist.

QEBSM and HPMA can allow a cooperating guest operating system to initiate QDIO operations directly to
the applicable channel, without interception by z/VM, thereby helping to provide additional performance
improvements. These virtualization technologies are available only to first-level guests of z/VM. That is,

they are not available to guests of a z/VM system that is itself running as a guest of another z/VM system.
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For information about the hardware availability of these technologies and support in z/VM releases, see
z/VM: Migration Guide.

Parallel Access Volumes (PAV) and HyperPAYV for guest I/0 to minidisks

If the DASD subsystem supports PAV or HyperPAV, CP can use a real volume's alias devices to run

more than one guest I/O operation at a time to the volume. When CP uses alias devices, the guests'

I/0O operations tend not to interleave or block each other. In turn, the guests' I/O operations tend to
experience reduced real-volume I/O queuing and reduced response time. Reduced response time yields
guest applications that run more quickly.
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Figure 4. PAV and HyperPAV support

PAV exploitation by CP applies to guest minidisk I/O operations. HyperPAV can be used for guest I/O
operations to minidisks and also the CP Paging Subsystem (see “HyperPAV for the Paging Subsystem” on
page 50). When CP performs a full-track read operation to populate minidisk cache on a cache miss, that
full-track read operation is also eligible for PAV fanout.

To configure guest minidisk I/O operations to run concurrently for a real volume, the first step is to
configure the DASD subsystem to offer some alias devices for the real volume. This step is usually a task
for the DASD subsystem administrator. The outcome of this step is generally one of two results:

« For PAV, the real disk volume becomes visible to CP as a base device and one or more alias devices.
For example, the real volume that customarily appears at device number EO00 might now also have
alias devices E001, EQ02, E003, and E004. All five of these devices—the base device and the four alias
devices—lead to the same disk volume. An I/O operation with any one of the five devices leads to the
same volume and the same data: the same cylinders, the same tracks, and the same records.

« For HyperPAYV, the logical subsystem (LSS) in which the real disk volume resides contains one or more
HyperPAV alias devices. Each HyperPAV alias device can be used to run an I/O against any real volume
configured into the same LSS. For example, the LSS might contain 16 real volumes with base device
numbers EO00-EOQOF and also contain six HyperPAV alias devices numbered E020-E025. Any of those
alias devices can be used against any base device in the LSS, on a per-I/0 basis. CP can use the six
aliases as needed to parallelize the I/O operations between the guests and the 16 bases.

No matter whether PAV or HyperPAV is being used, the steps that are needed to get CP to use the
aliases to parallelize guest I/0 are essentially the same. Previously you would attach only the volume's
base device to SYSTEM; now you attach the volume's base device and one or more of its alias devices
to SYSTEM. Most installations use the SYSTEM CONFIG file to do such attachment but the CP ATTACH
command can also do. Update the DEVICES statement in SYSTEM CONFIG to enable the alias devices,
including the base device that is already enabled there. The USER_VOLUME_LIST statements remain
unchanged. If you use the CP ATTACH command in a startup script, use the CP ATTACH command to
attach the alias devices to SYSTEM at the same point where you attach the base device.

The following example uses PAV. Suppose Performance Toolkit for z/VM indicates that guest I/O
operations are queuing frequently at the real volume E00O, which is labeled USRO01. Suppose further
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that you decide to try to relieve the constraint by using PAV. First, in the DASD subsystem you define alias
device numbers E001, E002, EO03, and E004 for base device EQ00. By using the alias devices, CP can run
up to five I/O operations concurrently to the volume. Then, give CP ownership of the alias devices. If you
are using SYSTEM CONFIG to set up your DASD, add the alias device numbers to the DEVICES statement.
Keep the USER_VOLUME_LIST statement as it was previously:

Devices online_at_IPL EGQOO-EQ04
User_Volume_List USROO1

When CP processes these statements at IPL time, it determines that volume USR001 has base device
EO0O0 and alias devices EO01-E004, and it attaches all five devices to SYSTEM.

Modify the example and assume that instead of using the system configuration file you use the CP
ATTACH commands in AUTOLOG1's profile to mount user disks. In this case, use the ATTACH command to
attach the alias devices at the point in the script where you previously attached only the base volume. In a
PROFILE EXEC, the commands would be:

‘CP ATTACH E0QO TO SYSTEM'
'CP ATTACH E0Q1 TO SYSTEM'
"CP ATTACH EGO2 TO SYSTEM'
‘CP ATTACH E0O3 TO SYSTEM'
'CP ATTACH E0Q4 TO SYSTEM'

The steps are only slightly more complex for HyperPAV. First, enable the HyperPAV aliases in the DASD
subsystem. If you use SYSTEM CONFIG, adjust the DEVICES statement as before to make sure the
HyperPAV alias devices come online. Also, leave the USER_VOLUME_LIST statement unchanged, just as
you did for PAV. The one extra step is to code a SYSTEM_ALIAS statement to indicate which HyperPAV
alias devices to attach to CP. The result looks like the following:

Devices online_at_IPL EOOO-EOOF, /% sixteen bases */
online_at_IPL E020-E025 /* six aliases */

User_Volume_List USROO1
User_Volume_List USR0O2

[.. and so on, for the remaining 14 user volumes ..]

SYSTEM_ALIAS E020-E025 /* tells CP to use the six HyperPAV aliases x/

The changes result in devices EOO0-EOOF and E020-E025 all being attached to SYSTEM, ready for CP to
use to parallelize user I/0.

If you are using a startup script instead of SYSTEM CONFIG, code the ATTACH commands for the bases
and aliases, just as you did for PAV. For example, in a PROFILE EXEC, the commands would be:

'CP ATTACH EGQO-EOOF TO SYSTEM'
'CP ATTACH E020-E025 TO SYSTEM'

There is more to z/VM's PAV or HyperPAV exploitation. If CP has base and alias devices for a real volume,
you can configure a virtual base device and one or more virtual alias devices for a guest's minidisk. This
"virtual PAV" facility lets the guest launch multiple concurrent virtual I/O operations with the guest's
minidisk. The guest can launch one I/O operation with the virtual base and one I/0 operation with each
virtual alias. In turn, CP uses the real base and real aliases to run those multiple concurrent virtual I/Os
concurrently on the real volume. A guest that is capable of participating in this environment is often called
"PAV-aware."

Note:

z/VM treats an NVMe PCle function as a logical subsystem that contains both base EDEVICEs and
HyperPAV alias EDEVICEs. For guest I/O operations, a set of EDEVICEs that are defined on an NVMe PCle
function are a DASD subsystem. Statements about the use of HyperPAV aliases apply to NVMe-EDEVICE
HyperPAV aliases.

For more information, see the following topics:
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- EDEVICE Statement, Using IBM Parallel Access Volumes, and Using IBM HyperParallel Access Volumes
in z/VM: CP Planning and Administration

« SET EDEVICE, DEFINE PAVALIAS, and DEFINE HYPERPAVALIAS in z/VM: CP Commands and Utilities
Reference

HyperPAV for the Paging Subsystem

As with minidisk I/O, HyperPAV alias devices can be used to assist in the execution of CP Paging
Subsystem I/0 directed at HyperPAV base volumes in the same pool. This support is enabled through the
FEATURES ENABLE PAGING_ALIAS system configuration file statement or the CP command SET PAGING
ALIAS ON. When enabled, HyperPAV paging I/O operations are optimized by the zVM I/O scheduler to
execute the I/0O on the HyperPAV base volume (if it is currently idle), or on an available system-attached
HyperPAV alias volume in the same pool (if available). Otherwise, the I/0 is queued at the base HyperPAV
device for subsequent execution.

Sharing HyperPAV Aliases

When some HyperPAV bases are used by the CP Paging Subsystem and some are used for guest I/0O to
minidisks in the same pool and system-attached HyperPAV aliases exist in that pool, the VM I/O scheduler
will use the HyperPAYV aliases to assist in the execution of I/O for both types of HyperPAV bases on a
first-come, first-served (FCFS) basis. When all system-attached HyperPAV aliases in a pool are currently
busy executing I/O and then one becomes available, that FCFS algorithm can be fine-tuned using the SET
CU command to give alias share priority to one type over the other, if so desired. Monitor data can be used
to determine whether SET CU is needed to change the alias share. For guidance on the use of alias shares,
see "HyperPAV Paging Support" on the z/VM performance website at IBM: VM Performance Resources
(https://www.ibm.com/vm/perf/).

Performance Guidelines in a Virtual Machine Environment

There are some guidelines or hints that can be used to improve the performance of a virtual machine and
its applications. The benefit to be achieved by taking any one of the steps outlined must be evaluated

on an installation basis, taking the specific configuration and operating environment into account. Some
steps, for example, are more practical for large configurations than for small configurations.

The following list contains steps that can be taken to increase performance in a z/VM system. For more
detailed information about tuning the z/VM system, see Chapter 12, “Tuning Your System,” on page 103.

« Increase the page fault handling capability of the system.
This can be accomplished by:

— Using a direct access device for paging that is faster than the currently used paging device.
— Allocating more direct access devices for paging to enable more overlap of paging activity
— Reducing or eliminating contention for the existing paging devices.

Contention for the paging device can be relieved by using dedicated paging devices, reducing the
amount of other I/O activity on the channel path to which the paging device is attached, or dedicating
a channel path to paging. Alternatively, the same paging device configuration can be maintained while
page fault occurrence is decreased by adding real storage.

« Avoid double spooling operations if the operating system being used does not support blocked spooling
output.

If the unit record data transcription facilities of an operating system are to be used in a virtual machine
and spooled output is not blocked, real unit record devices should be dedicated to the virtual machine.
This eliminates CP spooling operations. Similarly, if CP spooling facilities are to be used and spooled
output is not blocked, spooling by the operating system should be eliminated. For the reasons indicated
in the section on spooling in z/VM: Connectivity, better performance may be achieved by using CP
spooling.

- Use storage and scheduling options.
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When multiprogramming is to be used in a virtual machine, the scheduling share and quick dispatch
options can be assigned to the virtual machine to ensure the allocation of enough real processor time to
the virtual machine for lower-priority tasks to be able to run.

Use the NSS facility for operating systems that are used in multiple virtual machines or IPLed frequently
or both.

This action eliminates the lengthy CP processing required for a usual IPL. Also, use the shared storage
capability, which can reduce the total number of page faults that occur in the system.

Use the saved segments provided for CMS and install user-written code and licensed programs that are
to be used concurrently by multiple virtual machines in saved segments.

Share the system residence volume of an operating system that is to be used concurrently by two or
more virtual machines to avoid having multiple copies of the operating system online.

In order to share a system residence volume, it should be read-only. Nothing need be done to the
CMS system residence volume (S disk) to make it read-only because it is automatically accessed as
a read-only disk. To share a VSE or z/OS system residence volume, any read/write data sets must be
removed from it.

Plan the use of the minidisk cache feature.

Minidisks that are write-mostly or read-once are poor candidates for minidisk cache and should be
disabled for the cache via the MINIOPT directory control statement or the SET MDCACHE command.

Minidisk cache should be turned off for minidisks that are only read and written via MAPMDISK and

the corresponding data space. Minidisks which use a combination of data space access/MAPMDISK and
virtual I/O (Diagnose and channel program) should be evaluated on an individual basis to determine if
minidisk cache should remain enabled.

Avoid duplicating shared minidisks with minidisk cache

Prior to the availability of the minidisk cache facility, it was common to duplicate highly shared minidisks
across several system volumes to balance I/0O. By exploiting minidisk cache, this duplication is no longer
necessary. In fact, duplication is actually quite costly to system performance and administration of
minidisks. Therefore, when using minidisk cache, do not duplicate minidisks.

Carefully plan the use of CP-owned volumes.

Allocate direct access device types for auxiliary storage and spooling space to take advantage of the
way in which CP allocates and manages this space. Allocate functions across CP-owned volumes in such
a way that arm contention is minimized. It is better, for example, to dedicate one or more volumes to
spooling and paging functions than to allocate smaller areas of spool space and auxiliary storage on
several volumes.

Spool space and auxiliary storage should not be allocated on the same volume and, if possible, spool
volumes should be on different channel paths from auxiliary storage volumes. Do not place heavily-used
data sets or files on disk volumes that contain auxiliary storage and, when possible, do not place disk
volumes with heavily-used data sets or files on the same channel paths as paging volumes. If it is
necessary to include other data sets on a paging device, the data sets should be used infrequently.

Carefully plan the allocation of minidisks so that arm contention is minimized, particularly those
minidisks that are to be accessed by a VSE or z/OS production virtual machine.

When running CMS and a heavily I/0-oriented production virtual machine, do not place CMS disks on
any channel path that has attached I/O devices that are heavily used by the production virtual machine.

Prepare guidelines for the selection of an available real I/O device that will minimize device or channel
path contention when real I/O device selection for a batch production z/OS virtual machine is to be
performed by the operator instead of the operating system.

Reduce the number of Start Subchannel instructions issued by each virtual machine.
This can be done by:

— Using larger I/0 buffers. This step is practical primarily for sequential OS data sets and VSE files. It
can be most effective when previous real storage limitations prevented the use of larger buffer sizes
in general and optimum buffer sizes for disk data sets. In addition to reducing the number of I/O
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requests required to process the data set or file, the total I/O time required to process a data set is
reduced, as would occur in a native environment.

This technique should be used taking into account the amount of real storage present in the system.
If the buffer size of several data sets that are being processed concurrently is increased considerably
or made large initially, the amount of real storage that must be temporarily locked also increases
considerably and potentially increases the number of active pages. This may adversely affect system
performance in systems with a relatively limited amount of real storage available for paging.

— Using any operating system options that reduce the number of Start Subchannel instructions
required. Preallocated z/OS work data sets should also be used wherever possible.

— Using virtual storage to contain small temporary sets of data instead of a temporary data set or file on
an I/0 device. This substitutes CP paging I/O operations for virtual machine-initiated I/O operations
to the temporary data set or file. Paging I/O operations require less CP processing to start than usual
I/0 requests from virtual machines because CCW translation and indirect data address list (IDAL)
construction is not required.

— Making routines and data resident in virtual storage so that paging I/0 is substituted for virtual
machine-initiated I/0O operations. For example, increase the size of the link pack area in z/OS. The
most frequently used z/OS transient SVC routines should be made resident in the Control Program
area, as should frequently used operating system access methods and user-written reenterable
routines. ISAM and VSAM index levels should be made resident in virtual storage, as permitted by
VSE and z/0S operating systems.

— Increasing the minidisk file cache size. This enables the CMS minidisk file system to read or write
more blocks of data per I/O when doing sequential I/O operations. For details on adjusting this cache
size, see “Adjusting the Minidisk File Cache Size” on page 54.

« Both the CP LOCATEVM and LOCATE (Storage) commands can consume very large amounts of resources
when the given range for the locate is large. The LOCATEVM command is a class G command and
therefore permits any end user to greatly impact system performance. To avoid potential problems, use
the MODIFY command or statement to change the class of the LOCATEVM command.

In addition, the following steps can be taken to improve the performance of application programs in a
z/VM environment:

« Use code that does not modify itself. Use of reenterable code can reduce the amount of page-out
activity required.

- Structure new application programs to operate efficiently in a paging environment.

This is done by structuring programs to achieve a reasonable balance between page faults and real
storage requirements. The extent to which this can be done can vary widely by installation. The benefits
that can be obtained should be evaluated in light of the additional programming effort required.

In this respect, deciding on the degree to which programs should be structured for efficient operation
in a paging environment is similar to deciding how a high-level language should be used. The emphasis
can be on the most efficient program execution, which can require more programming effort, or on

the most efficient use of programmer time, which can result in less efficient programs. Alternatively,
there can be a trade-off between programmer time and program efficiency (only the most frequently or
heavily-used programs are optimized, for example).

Many of the general program structure techniques discussed do not require a considerable amount

of additional effort or knowledge on the part of programmers—only that they adopt a particular
programming style. All of the suggested techniques can be used by assembler language programmers.
Some can be used with certain high-level languages and not with others.

Two major steps can be taken to structure programs to use real storage more efficiently and to incur the
smallest possible number of page faults. The first is to adopt a modular programming style. The second
is to take page boundaries into account and to package program code and data into page groups.

The objective of adopting a modular programming style is to construct a program that consists of a
series of subroutines, each of which contains a relatively small number of active pages. The objective
of packaging code within pages is to group active code together to avoid crossing page boundaries in
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such a way that more real storage than is really necessary is required to contain the active pages of a
subroutine.

To cause references to active instructions and data to be localized, the following general rules should be
applied to programs:

— A program should consist of a series of sequentially processed subroutines or subprograms. The
mainline of the program should contain the most frequently used subroutines in the sequence
of most probable use, so that processing proceeds sequentially, with calls being made to the
infrequently used subroutines, such as exception and error routines. This structure contrasts with
one in which the mainline consists of a series of calls to subroutines. Frequently used subroutines
should be located near each other. Infrequently used subroutines that tend to be used at the same
time whenever they are processed should be located near each other also.

— The data most frequently used by a subroutine should be defined together so that it is placed within
the same page or group of pages instead of being scattered among several pages. If possible, the
data should be placed next to the subroutine, so that part or all of the data is contained within a page
that contains active subroutine instructions (unless the routine is written so that it is not modified
during its execution). This eliminates references to more pages than are actually required to contain
the data and tends to keep the pages with frequently referenced data in real storage.

— Data that is to be used by several subroutines of a program (either in series or in parallel by
concurrently running subtasks) should be defined together in an area that can be referenced by
each subroutine.

— A data field should be initialized as close as possible to the time when it will be used to avoid a
page-out and a page-in between initialization and first use of the data field.

— Structures of data, such as arrays, should be defined in virtual storage in the sequence in which they
will be referenced, or referenced by the program in the sequence in which a high-level language
stores them (by row or by column for arrays, for example).

— Subroutines should be packaged within pages when possible. For example, avoid starting a 2500-
byte subroutine in the middle of a 4 KB page so that it crosses a page boundary and requires two
page frames instead of one when it is active. Subroutines that are smaller than page size should be
packaged together to require the fewest number of pages, with frequently used subroutines placed in
the same page when possible. This applies to large groups of data as well.

Restructure existing application programs to incur as few page faults as possible, to use the least
amount of real storage, and to take advantage of the program structure facilities that a virtual storage
environment offers.

This can be accomplished by:

— Using the techniques described previously
— Taking planned overlay and dynamic structure programs out of these structures

— Combining into one logical job step two or more steps of a job that would have been one job step if
the required real storage were available.

The last of these techniques can eliminate redundant I/O time that is currently used to perform such
functions as reading the same sequential input data into two or more job steps and writing intermediate
results from one job step in one or more sequential data sets for input to the next job step.

Exploit VM Data Spaces. Use of data spaces can minimize storage and processor requirements.

Data spaces provide increased virtual storage addressability and sharing capability. By using the
increased addressability, an application can buffer more in storage and decrease the processor
requirements associated with virtual I/O. The data may still need to be moved in and out of real storage,
but the CP paging subsystem can move the data more efficiently than virtual I/O. The use of VM Data
Spaces also extends the concept of sharing data. This has two chief advantages:

1. It reduces storage requirements. One copy can be shared among many virtual machines instead of a
copy per virtual machine.

2. It reduces the need to transfer data by IUCV, APPC/VM, or some other communication vehicle.
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In addition, there are other functions associated with data spaces that can improve application
performance. These are:

— Minidisk mapping extends the concept of applications using storage and letting CP handle the real
I/0. This new function provides a means of associating CP minidisk data with data spaces. One or
more minidisks can be mapped to one or more data spaces. An application retrieves the data simply
by referencing the corresponding storage location in the data space. The real I/O is handled by the
CP paging subsystem, which provides efficiencies over virtual machine I/O. The CP macro MAPMDISK
manages this function.

— The asynchronous page fault capability can be used to deal with the problem of serial page faulting.
This is a bigger problem in server applications because not only does the server virtual machine
wait, but all virtual machines with outstanding requests wait as well. Asynchronous page faults allow
a virtual machine to process other work (a different task) while CP handles the page fault. The
implementation applies only to page faults of data space pages. CP will provide an interrupt when
the page fault is complete. At that time, the server application can finish processing the original task
associated with the page fault. The application needs to have a structure that lends itself to tasking
and needs to support establishing and handling page fault interrupt logic. The asynchronous page
fault function is selected on a data space by data space basis when the data space is added to the
access list. The CP macro PFAULT establishes a token for handshaking with CP.

— The page reference pattern function provides a method for the application to give hints to CP as to
which pages will be used in the near future. This can be used to help avoid page faults. This function
is accomplished with the CP macro REFPAGE, which can be used for the primary address space or
data spaces. In all cases, the virtual machine must be running in XC mode.

« Turn off minidisk cache when inappropriate

Applications, such as programs that scan data or backup data, should turn off minidisk cache insertion
to avoid filling the cache with data that will not be referenced again in the near future. This can be done
with the SET MDCACHE INSERT command.

Adjusting the Minidisk File Cache Size

When afile is read sequentially, CMS reads as many blocks at a time as will fit into the file cache. When
a file is written sequentially, completed blocks are accumulated until they fill the file cache and are then
written together.

There is a separate file cache for each sequentially opened file. The minidisk file cache size is specified on
a CMS system basis at the time that the CMS nucleus is built. (See Chapter 13, “SFS Tuning,” on page 129,
for information on tuning of the SFS file cache size.)

The default CMS minidisk file cache size is 8 KB. You may specify a value from 1 to 96 KB in size when
building a CMS nucleus. Note that there are some system restrictions that impact the file cache size used
for any given file:

1. A maximum of 24 CMS disk blocks of file data can be cached

2. The cache size will not exceed the size of the file, rounded up to the next multiple of the disk block
size. For example, if a file consisted of 60 fixed length records, each 80 bytes long, and the disk has
been formatted at 1 KB, its cache size is limited to 5 KB.

3. An integral number of CMS minidisk blocks will be cached. A number that is not an integral multiple of
the minidisk block size is rounded up to the next multiple of the minidisk block size.

4. The minidisk file system caches a minimum of 1 CMS minidisk block. A value specified that is less than
the disk block size is treated as single CMS disk block.
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Table 2. Effective Cache Size
. . Maximum Effective Minidisk Minimum Effective Minidisk File
Disk Block Size .
File Cache Cache
4096 96 KB 4 KB
2048 48 KB 2 KB
1024 24 KB 1 KB
512 12 KB 1 KB

The optimal file cache size depends upon how much real storage is available as indicated by the paging
rate. The more real storage that is available, the bigger optimum file cache size.

The file cache size is specified on a CMS system basis when the nucleus is built. You can check the coding
of the DEFNUC macro in your CMS nucleus generation profile (DMSNGP for ESA/390 CMS, DMSZNGP

for z/Architecture CMS) to determine the current setting for the cache buffers. To change the minidisk
cache size setting, you need to update the MDBUFSZ parameter in the DEFNUC macro in the DNSNGP
ASSEMBLE or DMSZNGP ASSEMBLE file. Then assemble the file and rebuild the CMS nucleus.

Guidelines for Virtual Machine Storage

The size of defined virtual machine storage and location of saved segments can impact performance,
depending on workload and virtual machine size. The main issue is storage for the CP control blocks used
to manage virtual storage. These control blocks are the page tables, segment tables, and higher level
(region) tables used in dynamic address translation (DAT).

Page Tables, Segment Tables, and Higher Level Tables

CP keeps the page tables in page management blocks (PGMBKs). Each 8 KB PGMBK references 1 MB of
virtual machine storage. PGMBKs might be pageable; for example, PGMBKs for nonshared guest pages
are pageable. CP creates a PGMBK only when the corresponding MB of virtual machine storage is first
referenced. They are not created for MB gaps between DCSSs, or between the top of the virtual machine
and the first DCSS. Therefore the impact of PGMBKs on real storage depends on how frequently the MBs
of storage they reference are used.

Segment tables and region tables are allocated from host real storage and are not pageable:

« To reference the page tables for a primary address space or data space up to 2 GB, 1 - 4 contiguous
frames are allocated for the segment table, one frame for each 512 MB of storage.

« For a primary address space larger than 2 GB, multiple segment tables are created, plus one or more
region tables to reference the segment tables. Each region table occupies 1 - 4 contiguous frames. If
needed, multiple levels of region tables are created.

Also, the CP DEFINE STORAGE CONFIG command allows you to define multiple, noncontiguous storage
extents. Segment tables and region tables need to be constructed to the upper bound of the storage
extents. PGMBKs continue to be created only for storage that is referenced.

PGMBKs, segment tables and region tables can reside anywhere in host real storage, but CP creates them
above 2 GB if possible.

Saved Segments

For shared page ranges within a saved segment that is loaded SHARE, the associated segment table
entries will point to the same page tables. However, for a saved segment that is loaded NOSHARE, or for
exclusive page ranges within a saved segment, unique page tables are created for each user.

Segment spaces and member segments can be loaded at addresses up to 2047 MB; DCSSs can include
addresses up to 512 GB. Because CP dynamically expands the size of a virtual machine to incorporate a
saved segment loaded at an address outside the virtual machine, the DAT tables for the virtual machine
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also expand. Therefore if many virtual machines load a saved segment defined at a high storage address,
it might affect real storage availability.

Increased Paging on CMS Intensive Systems

This topic covers the affects of increased paging and ways to reduce it.

Preventing Oversized Working Sets

CMS function can be provided as modules on the CMS S-disk or other common system disks. This function
could be base CMS function or other program products. The NUCXLOAD function is often used to make
the appropriate module a nucleus extension to a user's virtual machine when the command is executed
the first time. NUCXLOAD loads the module into free storage in the user's virtual machine where it
remains for the duration of the user's CMS session or until explicitly dropped. Subsequent calls to the
module will not require reading the module from DASD because it is already in free storage.

A side effect is that virtual machines can experience increased working set sizes which will lead to
increased loads on the z/VM system's paging subsystem. This increased paging load can be substantial if
the nucleus extensions are frequently used. You can check this by obtaining a NUCXMAP from a sampling
of your CMS users to see which modules show up frequently in the NUCXMAP output.

Using Logical Segment Support

z/VM logical segment support can provide relief from the increased working set size. By placing modules
into a logical segment, all users on the system can use shared storage instead of private storage for those
modules.

When modules are placed into a CMS logical segment and made available to the virtual machine by way
of the SEGMENT LOAD command, the modules are automatically made nucleus extensions to the CMS
nucleus in the virtual machine. The pages occupied by the modules are shared among all users of the
logical segment instead of private pages as is the case when the logical segment is not used.

An example of the procedure to place modules into a logical segment follows. A potential location for

the logical segment containing the modules is the HELPINST physical segment which contains the logical
segments named HELP and CMSINST. The HELPINST physical segment must be installed and saved
below the 16 MB virtual line. This makes HELPINST a good choice for adding a logical segment to contain
modules that also must reside below the 16 MB line. Installation of the HELPINST physical segment is
documented in z/VM: Installation Guide. Modules that are not restricted to being loaded below the 16 MB
virtual line could be saved in a different segment.

CMS logical segment support enhances CP's capabilities with respect to segments in several ways. One
enhancement is that a logical saved segment can contain different types of program objects, such as
modules, text files, execs, callable services libraries, language information, and user-defined objects, or
minidisk information. Another enhancement is that you can save several different logical segments into

a physical saved segment and allow end-users to access only the specific logical saved segments that
they need rather than the entire physical saved segment. (For more information, see the section on saved
segment planning considerations in z/VM: Saved Segments Planning and Administration.)

Creating a Saved Segment That Contains CMS, HELP, and INSTSEG Modules

The following example demonstrates how to add a new logical segment to contain CMS modules into the
previously-defined HELPINST segment.

Note: This is only an example of how to create a logical segment for CMS modules. The module names
used are only examples. Therefore, you do not need to build this segment for your system. See z/VM:
Installation Guide for details. The procedure is shown here to illustrate the steps required if you wanted to
create a logical segment for your own use.

The steps for adding a new logical segment to the HELPINST physical segment (PSEG) are as follows:
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1. Logon to MAINTvrm
2. Enter the command

VMFSGMAP SEGBLD ESASEGS SEGBLIST

to view the segment map.

3. Locate the line for the HELPINST segment that was predefined by IBM. Move the cursor onto that line
and press PF4=Chg_Obj.

4. The display should be modified to add the "PROD(LSEG CMSMODS)" into the BLDPARMS section.
Update the OBIDESC description comment also. The display should look like this.

Change Segment Definition
Lines 1 to 13 of 13

OBJINAME....: HELPINST
DEFPARMS...: COO0-CFF SR
SPACE......:
TYPE.......: PSEG
OBJDESC....: CMSINST AND HELP AND CMSMODS LSEGS
OBJINFO....:
GT_16MB....: NO
DISKS......:
SEGREQ.....:
PRODID.....: 2VMVMA10 CMS
BLDPARMS...: PPF(ESA CMS DMSSBINS) PPF(ESA CMS DMSSBHLP) PROD(LSEG
:  CMSMODS)
Fl=Help F2=Get Obj F3=Exit F4=Add Line F5=Map F6=Chk MEM
F7=Bkwd F8=Fwd F9=Retrieve F10=Seginfo F11=Adj MEM F12=Cancel

====>

Figure 5. Modifying HELPINST to contain CMSQRY LSEG
5. After adding to the BLDPARMS, press F5 to return to the MAP.
6. From the Segment Map screen, press F5=FILE to file the changes and exit VMFSGMAP.
7. Create the CMSMODS LSEG file

The CMSMODS LSEG file contains the information for the new logical segment that will contain the
CMS disk-resident modules. Create the CMSMODS LSEG file on MAINTvrm's 191-A disk. It needs to
be on the A disk because when VMFBLD creates the PSEG file, it includes PROFILE/EPIFILE options
for CMSINST and HELP that cause disks other than A, S, Y and the VMSES/E disks to be released.
This is alright in this case since we desire to have the modules from the 190-S disk loaded. But the
releasing of the disks means that the CMS local modification disk (MAINTvrm's 3C4, by default) will
not be accessed. The following modules are saved in this example:

* LOAD THESE MODULES FROM S DISK INTO AN LSEG

MODULE DMSEX1 % ( SYSTEM )
MODULE DMSEX2 % ( SYSTEM )
MODULE DMSEX3 % ( SYSTEM )
MODULE DMSEX4 % ( SYSTEM )
MODULE DMSEX5 % ( SYSTEM )
MODULE DMSEX6 * ( SYSTEM )
MODULE DMSEX7 % ( SYSTEM )
MODULE DMSEX8 % ( SYSTEM )

Figure 6. CMSMODS LSEG file

8. Create a local modification to the SYSPROF EXEC using VMSES/E procedures to cause the CMSMODS
segment to be used. For information on making a local modification to the source file SYSPROF
$EXEC, see the section on installing local service and modifications in z/VM: Service Guide.

Where the SYSPROF EXEC has:

'RTNLOAD * (FROM VMLIB SYSTEM GROUP VMLIB'

Insert the following line before the RTNLOAD statement:
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'SEGMENT LOAD CMSMODS (SYSTEM' /x Get CMS modules */

The result should look like this:

“SEGMENT LOAD CMSMODS (SYSTEM' /% Get shared QUERY and SET modules */
fRTNLOAD * (FROM VMLIB SYSTEM GROUP VMLIB'

It is important that the 'SEGMENT LOAD CMSMODS' statement appear before any of the CMS
modules are used.

Follow the instructions in z/VM: Service Guide to apply your local modification and to get the updated
SYSPROF EXEC on the 190 and 490 minidisks.

9. IPL the 190 minidisk and prohibit the SYSPROF EXEC from running and also the CMSINST segment
from loading:

IPL 190 CLEAR PARM NOSPROF INSTSEG NO

10. Prohibit execution of the PROFILE EXEC:
ACCESS (NOPROF

11. Reserve the storage where you will be loading the data to be saved:
SEGMENT RESERVE HELPINST

12. Run the PROFILE EXEC:
EXEC PROFILE

13. Execute the VMFBLD EXEC to cause the HELPINST segment to be rebuilt.
VMFBLD PPF SEGBLD ESASEGS SEGBLIST HELPINST (ALL

14. Use VMFVIEW to view the build message log.

VMFVIEW BUILD

You should see the message:

VMFBDS2003W The SYSTEM SEGID D(51D) file has been changed and must
be moved to the S disk.

in the build message log. Copy the SYSTEM SEGID file from the 51D minidisk to both the 190 and 490
and ensure that it has a filemode of 2.

15. Resave the CMS NSS in order to regain the S-stat.
Because the SYSTEM SEGID file was altered on the 190 disk, it is necessary to resave the CMS named

saved system to regain the shared S-stat. Use the procedures appropriate for your environment (for
example: SAMPNSS CMS followed by IPL 190 CLEAR PARM SAVESYS CMS).

If some CMS users on the system are unable to load this segment because of conflicts with their Page
Allocation Table (PAT) or a conflict with another saved segment that they need, then those users will
still have private copies of the any individual modules that get dynamically NUCXLOADed because of
a QUERY or SET command that they enter.

16. Repeat steps 9 to 15 whenever the modules are serviced.

In order to have service changes take effect, several of the above steps need to be repeated. The
message referred to in step 14 should not appear this time, in which case you may skip step 15.

The only change that the user might see as a result of this process is after implementing this new logical
segment, the response to a '"NUCXMAP' command is likely to be longer than end-users typically see. A
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typical response to NUCXMAP just after IPLing CMS and after the SYSPROF runs, will be similar to the
following. While longer, the response is perfectly valid:

Ready;
nucxmap (seginfo
Name Entry Userword Origin Bytes  Amode Segname

DMSEX1 OOCCDF80 00O OOCCDF80 OOOO2AA® ANY CMSMODS
NAMEFSYS 0OE7FB28 OODE22C8 OOE7FB28 00000000 31
NAMEFIND OOE7FB28 OODE2930 OOE7FB28 00000000 31

DMSEX2 0OCCD678 OOOOOOOO OOCCDHL78 OOOOOE908 ANY CMSMODS
NAMEFUSE ©OOE7FB28 OODA5B58 OOE7FB28 00000000 31

DMSEX3 OOCBE1BO 00000000 OOCBE1BO 00000440 31 CMSMODS
DMSEX4 OOCBE5FO 0000000 OOCBE5FO 00001188 31 CMSMODS
DMSEX5 OOCBF778 00000000 OOCBF778 OOOO2E90 ANY CMSMODS
DMSEX6 00CC2608 OOOOOOOO OOCC2608 OOOO2510 ANY CMSMODS
DMSEX7 0OCC4B18 0OOOOOEOO OOCC4B18 0OOO1338 ANY CMSMRDS
DMSEX8 OOCC5E50 000OOOOO OOCC5E50 00000408 31 CMSMODS
PIPMOD 040C1EAG 0000000 O40CIEAD OOO3A6AQ 31 PIPES
Ready;

Dynamic SMT to Compare MT-2 to MT-1

Workload performance might vary widely with SMT. Individual processors of a system enabled for SMT
with two threads in use per core (MT-2) perform slower than when a single thread is in use (MT-1).
However, the benefit of SMT is that generally workloads running MT-2 can achieve higher throughput

even though the individual processors are slower. Workload characteristics determine whether a workload
benefits from SMT and to what extent. For example, workloads that are unable to spread work over the
additional processors see less benefit, if any. The characteristics of work dispatched concurrently on the
processors of the same core benefit less, and may be inhibited when there are high levels of competition
for core resources.

To determine whether a workload benefits from SMT, compare the external workload throughput of a
MT-2 system to a MT-1 system. A system that is enabled for multithreading but has only one activated
thread per core performs similarly to a system with multithreading disabled. For this study be sure the
z/VM system is enabled for SMT. Use the CP SET MULTITHREAD command to dynamically change the
activated threading level, without doing a system IPL.

External throughput rates are an important factor for comparison, but other factors might be important as
well. When evaluating total compute cost remember that individual processors are slower when running
MT-2, so it is likely that total processor time is higher, even though less total core capacity may be
consumed. The SMT Performance Report provides examples of how workloads running MT-1 and MT-2
might be compared.

When the SET MULTITHREAD command changes the activated threading level of cores, there are several
implications on Monitor record reporting.

« A new Monitor event record D5 R21 MRPRCSMT is generated at the beginning and end of an SMT
configuration change.

« Between the start and end D5 R21 records, additional Monitor event records D5 R1 (MRPRCVON) or D5
R2 (MRPRCVOF) are generated for each processor that is activated or deactivated; respectively.

« The number of per processor sample records generated during each Monitor interval will change as a
result of the processor activations and deactivations. Processors that are deactivated are removed from
the logical processor configuration.

 Multithreading metrics reported in MRSYTPRP DO R2 cannot be calculated correctly for intervals that
intersect with any portion of the transition for the SMT configuration change. This condition is indicated
by metric values equal to SYTPRP_KNODATA_TRANSITION.

Additional considerations on the effects of SMT configuration changes on Monitor reporting are described
in the prolog of the D5 R21 MRPRCSMT Monitor record.

Because of the foregoing considerations, caution should be used in interpreting data from Monitor records
during the transition. It would be reasonable to treat the periods prior to and after the multithreading
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configuration change as completely different configurations during evaluation and completely exclude the
period of the transition.

If the results show a workload degradation with the MT-2 environment when compared to the MT-1
environment, then it should be determined whether the workload has a single point of serialization. For
example, a workload might become serialized by the number of virtual processors. Adding more virtual
processors might remove the bottleneck. For more information on how to determine server bottlenecks
and potential resolutions, refer to the Simultaneous Multithreading (SMT) (https://www.ibm.com/vm/perf/
reports/zvm/html/1g5smt.html).
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SFS Performance Guidelines

Chapter 4. SFS Performance Guidelines

To prevent shared file system (SFS) performance problems you should:
1. Follow the SFS performance guidelines provided in this section.

This task, also known as preemptive tuning, involves reviewing and following a list of performance
guidelines when you are defining a new file pool or modifying the structure of an existing one.

2. Plan system capacity.

Capacity planning involves anticipating future hardware needs so that any necessary upgrades can be
made before performance becomes unacceptable. Capacity planning should be done at a system level.
Server processing is just one factor you must consider when planning the capacity of your system. For
more about capacity planning, see z/VM: CMS Planning and Administration.

The remainder of this section contains lists of performance and availability tips that, if followed, will
help ensure that your servers are processing efficiently. Many of these guidelines are integrated into

the various maintenance procedures described in z/VM: CMS File Poo!l Planning, Administration, and
Operation. If you follow the procedures outlined there, you will have already followed the appropriate
guidelines. The guidelines are repeated here so that you can easily verify that your file pools are properly
tuned.

For a discussion of SFS performance measurement tips, see Chapter 10, “Monitoring SFS Performance,”
on page 97. For a discussion of SFS performance tuning, see Chapter 13, “SFS Tuning,” on page 129. If
followed, these will help ensure that your servers are processing efficiently.

Multiple File Pools

1. For large systems, determine whether you will require multiple production file pools. See z/VM: CMS
File Pool Planning, Administration, and Operation for more information.

2. For best performance, the server's executable code should be run in a saved segment. This
allows all such servers to be executing the same copy of the code, thus reducing system real
storage requirements. The CMSFILES saved segment is automatically loaded during z/VM installation.
CMSFILES contains the executable code for SFS and CRR servers (SFS and CRR servers share the
same executable code). See the description of the SAVESEGID start-up parameter in z/VM: CMS File
Pool Planning, Administration, and Operation for more information.

CP Tuning Parameters

1. Using your local operating procedures, update the server's z/VM system directory to add the
QUICKDSP operand to the OPTION control statement.

The QUICKDSP operand ensures that the servers will not have to wait in the eligible list for system
resources to become available. For more information on the QUICKDSP operand, see z/VM: CP
Planning and Administration.

2. Using your local operating procedures, update the server's z/VM system directory to add the SHARE
REL 1500 control statement.

The SHARE REL 1500 control statement places server machines in a more favorable position in the
z/VM dispatch queue. For more information on the SHARE control statement, see z/VM: CP Planning
and Administration.

3. Set up the SFS file pool server's system directory for appropriate use of minidisk caching and control
unit caching.

+ NOMDCFS

© Copyright IBM Corp. 1990, 2023 61



SFS Performance Guidelines

4.

Specify NOMDCFS on the OPTION directory control statement. This allows the SFS file pool server to
use minidisk caching at a rate that exceeds the fair share limit. This is important because the SFS file
pool server typically performs file activity on behalf of many end users.

« log minidisks
Make the SFS log minidisks ineligible for minidisk caching. This can be done by specifying NOMDC
on the MINIOPT directory control statements for those minidisks. The SFS logs do not benefit from

minidisk caching because the I/0 activity to them is almost entirely writes. Caching the SFS logs
degrades system performance.

The same applies to control unit caching when only read caching is available. Specify NOCACHE on
the MINIOPT directory control statements.

Because of the high amount of write activity, control unit caching is quite beneficial when the IBM
DASD Fast Write feature is available. In that case, specify CACHE on the MINIOPT directory control
statements (or let it default to CACHE).

« control minidisk

Make the control minidisk ineligible for minidisk caching and control unit caching by specifying
NOMDC and NOCACHE on the MINIOPT directory control statement. This minidisk is not a good
candidate for caching because SFS already does extensive caching of this minidisk within the SFS file
pool virtual machine.

Note: The size of that cache is controlled by the CTLBUFFERS file pool startup parameter.
- storage group minidisks

These minidisks are good candidates for minidisk caching and control unit caching, so they should be
left eligible (which is the default).

Certain CP settings can affect SFS's use of VM Data Spaces. These considerations are covered in “VM
Data Spaces” on page 63.

CMS Tuning Parameters

1.

DASD

Choose the USERS server start-up parameter value carefully. This parameter tells a server how much
work it should configure itself to handle. If the USERS start-up parameter is not correctly specified,
the server may run inefficiently. See z/VM: CMS File Pool Planning, Administration, and Operation for
information on how to select a suitable value.

. The CMS SFS file cache defaults to 20 KB for SFS files. This is a good choice for systems that have

moderate paging rates. If your system has an especially high paging rate, you may want to consider
setting this to a lower value. If your system has a low paging rate, performance is likely to benefit

if you increase the SFS file cache size. To change the SFS file cache size, you need to update the
BUFFSIZ parameter in the DEFNUC macro, which is in DMSNGP ASSEMBLE (DMSZNGP ASSEMBLE for
z/Architecture CMS). Then assemble the file and rebuild the CMS nucleus. See z/VM: CMS Planning and
Administration for information about DMSNGP, DMSZNGP, and DEFNUC. See z/VM: Service Guide for
instructions on rebuilding the CMS nucleus.

Placement

1.

62 z/VM:

Any given DASD volume should only contain minidisks from one file pool. This is to ensure that a
DASD failure on any given volume will only affect one file pool. (Consequently, you can disregard this
recommendation for cases such as test file pools where recovery is not a significant consideration.)

. For integrity purposes, each of the two SFS log minidisks should be put on different devices. For SFS

file pool server performance purposes, it is best to have each of the two SFS log minidisks also be on
separate channels and control units. This maximizes the likelihood that a server can do I/0O to the two
logs in parallel, thus reducing response time.

. When each of the two SFS log minidisks are placed on DASD volumes that have no other I/O activity,

server log I/O is optimized because there is very little seek activity. Therefore, to minimize seek time,
place each of the two SFS log minidisks on a DASD volume that otherwise has low I/O activity. If that
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is not practical, place them on DASD volumes where most of the I/0 activity is to a small area on that
volume, and place the log minidisk adjacent to this area.

Another way to maximize log I/O responsiveness is to place the logs on DASD volumes in IBM DASD
subsystems that support the DASD fast write function.

. The placement of the control minidisk is not critical to server performance because it normally has

a relatively low level of I/O activity. It is, however, a good idea to place the control minidisk on the
volume (or one of the volumes) that contains storage group 1. The control minidisk and storage group
1 are recovered together. Placing the control minidisk on one of the same volumes that holds storage
group 1 reduces the total number of volumes that contain these areas. This reduces the probability
that a given DASD failure will be on a volume that contains one or more of these areas.

. A sizable fraction of all SFS file pool server I/Os are to storage group 1. Therefore, it may be necessary

to spread the minidisks of storage group 1 across multiple DASD volumes. This prevents any one
volume from becoming an I/O bottleneck. Note that this consideration is for I/O performance, while in
item “6” on page 63 it addresses SFS availability.

. It is best not to spread SFS storage group 1 across more volumes than you really need. The more

volumes that storage group 1 resides on, the greater the chance that a DASD failure will be on one of
these storage group 1 volumes. Whenever a DASD failure occurs on a storage group 1 volume, the file
pool control data must be restored, which requires you to stop multiple user mode operation.

. An SFS storage group 1 minidisk is a relatively small, I/O-intensive area. Therefore, for any given

volume, place the storage group 1 minidisk adjacent to any other small, frequently referenced areas on
that volume in order to minimize seek time.

. Because of I/0 load balancing considerations, it may often be necessary to have part of storage group

1 on the same volume as one of the user storage groups. However, it should not generally be necessary
to place more than one user storage group on a given volume. It is best to have just one user storage
group per volume so that you do not need to restore more than one user storage group if a DASD
failure on a given volume occurs.

. When a storage group spans volumes, a server satisfies storage requests for that storage group by

allocating space evenly across those volumes. This tends to spread the I/O demand for that storage
group evenly across those volumes. For the overall I/O demand to those volumes to be balanced, you
should follow these guidelines:

« Make sure that any non-SFS space on those volumes is of low usage or uniform usage.
« Avoid volumes with consistently high usage.

« Make sure that all volumes within a storage group are of the same device type, or have similar
performance characteristics.

 Give the storage group the same amount of space on each volume.

VM Data Spaces

1.

Put read-only files that are to be shared among large numbers of users into directory control
directories that are set up to reside in data spaces. See z/VM: CMS File Pool Planning, Administration,
and Operation for a discussion on how to do this.

. The processing required to access SFS directories can affect responsiveness during system startup.

This effect is normally insignificant, but it can be an important consideration if the directories being
accessed contain large numbers of files and if they are accessed by large numbers of users during
CMS initialization. In such cases, system startup delays can be minimized by placing such files into
directory control directories that are set up to reside in data spaces.

. Directories that use data spaces should only contain files that are seldom updated.

4. When making updates to a directory that uses data spaces, it is best if you group the updates together

and make those changes when relatively few users have that directory accessed. This minimizes the
formation of multiple versions of that directory. Each such version requires its own data space.

. Encourage your CMS users to run in XC mode, as that allows the full benefits of VM data spaces to

be realized. CMS users that run in XA or ESA mode should be able to run in XC mode without any
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problems. However, neither z/CMS nor guest operating systems like Linux®, z/VM, z/0S, and z/VSE® can
run in XC mode.

6. For maximum availability, consider placing directories that are to be shared read-only by many
users into a separate, "read-only" file pool. This topic is discussed in z/VM: CMS File Pool Planning,
Administration, and Operation.

Recovery

1. Consider these suggestions if you are interested in minimizing the amount of time required to restore
the control data of a file pool:

Keep the file pool from growing too large.

Do control data backups more frequently. The less file pool change activity that has occurred since
the last control data backup, the less time it will take to reapply these changes during control data
recovery.

Do your control data backups to another file pool. Then, should a control data restore be required,
SFS can do double buffering, which reduces restore time.

Eliminate formatting time during control data recovery by creating and formatting a spare set of
minidisks ahead of time. The sizes of these minidisks need to match those of the control minidisk
and storage group 1 minidisks associated with the file pools of interest. These spare minidisks
should be placed on a volume or volumes that do not contain any of the minidisks that they are
spares for.

Specify a very large catalog buffer pool when doing the restore. For example, for a 32 MB virtual
machine, try setting CATBUFFERS to 5000.

Place the logs and control data on DASD volumes in IBM DASD subsystems that support the DASD
fast write function. To determine if the subsystem supports the DASD fast write function, and how to
activate this function, see z/VM: System Operation.

2. The more storage groups you have, the less time it takes to recover any one of them. Define enough
storage groups such that your recovery time requirements are met. Be aware, however, that having
more storage groups entails additional administrative overhead.

3. Specifying a large CATBUFFERS value helps the performance of user storage group restores (FILEPOOL
RESTORE). If the server is running in multiple user mode, however, you might not want to interrupt
user activity by shutting down the server just to temporarily increase CATBUFFERS.

Catalog Reorganization

1. Although not required, it helps performance if you reorganize the file pool catalogs when catalog
fragmentation is detected. (See z/VM: CMS File Pool Planning, Administration, and Operation for
instructions on how to determine this). When the catalogs are properly organized, the I/Os to them are
minimized.

2. The time required to reorganize the file pool catalogs can be significantly reduced if you specify
a very large catalog buffer pool. Try using a CATBUFFERS start-up parameter value of 5000. After
reorganization processing is completed, reset CATBUFFERS to its original value.

SFS Applications

For a list of performance considerations for your programs when using SFS files, see the SFS performance
tips section in z/VM: CMS Application Development Guide.
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Chapter 5. CRR Performance Guidelines

To prevent Coordinated Resource Recovery (CRR) performance problems you should:
1. Follow the CRR performance guidelines provided in this section.

This task, also known as preemptive tuning, involves reviewing and following a list of performance
guidelines when you are defining a new CRR server or modifying the structure of an existing one.

2. Plan system capacity.

Capacity planning involves anticipating future hardware needs so that any necessary upgrades can be
made before performance becomes unacceptable. Capacity planning should be done at a system level.
Server processing is just one factor you must consider when planning the capacity of your system. For
more about capacity planning, see z/VM: CMS Planning and Administration.

The remainder of this section contains lists of performance and availability tips that, if followed, will
help ensure that your servers are processing efficiently. Many of these guidelines are integrated into
the various maintenance procedures described in z/VM: CMS File Poo!l Planning, Administration, and
Operation. If you follow the procedures outlined there, you will have already followed the appropriate
guidelines. The guidelines are repeated here so that you can easily verify that your CRR servers are
properly tuned.

For a discussion of CRR performance measurement tips, see Chapter 11, “Monitoring CRR Performance,”
on page 99. For a discussion of CRR performance tuning, see Chapter 14, “CRR Tuning,” on page 143.

CRR Server Machine

1. If the CRR server is not running, users who use SFS (and other resources that participate in CRR) are in
a condition called limp mode. While in this condition, two-phase commits are not possible. Therefore,
applications that use protected conversations or other resources that do not support simple commit
logic cannot be run. A user may experience significant SFS performance degradation while in limp
mode. To avoid limp mode, IBM strongly recommends that every such system have the CRR server
running. The generation of a CRR server (VMSERVR) and its associated file pool (VMSYSR) are optional
z/VM installation tasks.

2. For best performance, the server's executable code should be run in a saved segment (SFS and CRR
servers share the same executable code). This allows all such servers to be executing the same
copy of the code, thus reducing system real storage requirements. The CMSFILES saved segment
is automatically loaded during z/VM installation. CMSFILES contains the executable code for SFS
and CRR servers. See the description of the SAVESEGID start-up parameter in z/VM: CMS File Pool
Planning, Administration, and Operation for more information.

CP Tuning Parameters

1. Using your local operating procedures, update the server's z/VM system directory to add the
QUICKDSP operand to the OPTION control statement.

The QUICKDSP operand ensures that the servers will not have to wait in the eligible list for system
resources to become available. For more information on the QUICKDSP operand, see z/VM: CP
Planning and Administration.

2. Using your local operating procedures, update the server's z/VM system directory to add the SHARE
REL 1500 control statement.

The SHARE REL 1500 control statement places server machines in a more favorable position in the
z/VM dispatch queue. For more information on the SHARE control statement, see z/VM: CP Planning
and Administration.
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3. Set up the CRR server's directory entry for appropriate use of minidisk caching and control unit
caching.

« log minidisks

Be sure to make the CRR log minidisks ineligible for minidisk caching. This can be done by specifying
NOMDC on the MINIOPT z/VM system directory control statements for those minidisks. The CRR
logs do not benefit from minidisk caching because the I/O activity to them is almost entirely writes.
Caching the CRR logs degrades system performance.

The same applies to control unit caching when only read caching is available. Specify NOCACHE on
the MINIOPT directory control statements.

Because of the high amount of write activity, control unit caching is quite beneficial when the IBM
DASD Fast Write feature is available. In that case, specify CACHE on the MINIOPT directory control
statements (or let it default to CACHE).

« other minidisks

All other CRR server minidisks derive little benefit from caching, so specify NOCACHE and NOMDC on
their MINIOPT directory control statements.

CRR Logs

Each CRR server has two CRR logs, in addition to the SFS logs that are also associated with both SFS file
pool servers and CRR servers. Consider the following suggestions relating to CRR logs to help improve
your system's performance:

1. For integrity purposes, each of the two CRR log minidisks should be put on different devices. For
CRR server performance purposes, if you have high CRR log minidisk I/O activity, then the CRR log
minidisks should be on separate channels and control units to optimize CRR log I/0 processing.

Note: You should get high CRR log minidisk I/O activity only if you have heavy usage of applications
or participating products designed to exploit CRR. Such programs would have to concurrently update
multiple protected resources (for example, multiple SFS file pools) or use protected conversations.

2. When each of the two CRR log minidisks are placed on DASD volumes that have no other I/O activity,
server log I/0 is optimized because there is very little seek activity. Therefore, to minimize seek time,
place each of the two CRR log minidisks on a DASD volume that otherwise has low I/0 activity. If that
is not practical, place them on DASD volumes where most of the I/0 activity is to a small area on that
volume, and place the log minidisk adjacent to this area.

Another way to maximize log I/O responsiveness is to place the logs on DASD volumes in IBM DASD
subsystems that support the DASD fast write function.

3. The placement of all other CRR server minidisks is not critical to server performance because they
normally have a relatively low level of I/O activity.

4. Size of the CRR log minidisks (also the sync point rate and amount of data being logged) affects the
rate of CRR checkpoint logging. If the rate of CRR checkpoint logging is high and CRR performance is
unacceptable (through analysis of monitor data), then increasing the size of the CRR log minidisks may
help. The trade-off is a longer time duration for server startup and some resynchronization processing.

The rate of checkpoint logging can be determined from the Log Checkpoints Taken field displayed in
the output of the QUERY FILEPOOL CRR command. See z/VM: CMS File Pool Planning, Administration,
and Operation for more information on the QUERY FILEPOOL CRR command. Follow these steps to
calculate the rate of CRR checkpoint logging:

a. Display the status of the CRR server by entering:
query filepool crr

b. Record the time (call it T1) that you issued the query command and record the value in the Log
Checkpoints Taken field (call it C1).

c. Again, display the status of the CRR server by entering:
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query filepool crr

d. Again, record the time (call it T2) that you issued the query command and record the value in the
Log Checkpoints Taken field (call it C2).

e. Use this formula to calculate the CRR checkpoint logging rate:

CRR CHECKPOINT LOGGING RATE = (C2 - C1) / (T2 - T1)

For more information on CRR performance measurement, see Chapter 8, “Monitoring System
Performance,” on page 75. For more information on CRR servers and CRR logs, see z/VM: CMS File
Pool Planning, Administration, and Operation.

Application Programs that use CRR

Application developers that write application programs that take advantage of CRR should consider the
following to help improve the application's performance:

« Generally, the overhead for CRR processing increases as the number of protected resources increase.
Protected conversations can be more costly than other protected resources. This is because special
processing and the fact that protected conversations are always treated as updated resources (write-
mode on).

« The number of work units may affect storage requirements and end of command processing.

« The number or rate of commit or rollback (backout) verbs issued (such as SRRCMIT or DMSCOMM, and
SRRBACK or DMSROLLB) should be minimized. Use the commit and rollback verbs only when needed to
minimize resource consumption.

CRR Participation

An IBM or non-IBM product (or resource) that wants to participate in CRR has to have these interfaces:

« Resource adapter to Synchronization point manager (SPM)
« SPM to resource adapter

- Resource adapter to its participating resource manager

« Participating resource manager to its resource adapter.

For information about the CSL routines used for registering a resource, see z/VM: CMS Callable Services
Reference.

When registering a resource for CRR participation, you might want to consider the following suggestions
for setting your registration values to help improve your system's performance:

« Set the simple-commit flag ON when possible. This allows the SPM to process some commit requests
as simple commits instead of the more expensive two-phase commits.

« Set the write-mode flag ON only when necessary, and set it OFF as soon as possible. This also helps
determine when simple commit processing can be used instead of two-phase processing. In addition,
the processing for a read resource is less expensive than the processing for a write or update resource.

« Set the CRR function flags ON only when necessary. If you will not be participating for a short time, use
the change registration (DOMSCHREG) CSL routine to set a function OFF instead of unregistering.

« Set multiple values with a single change registration routine call instead of using multiple routine calls.

- Follow the requirements for communication between the resource adapter and the resource manager.
If the request ID passed by the SPM is 0, then communication should be synchronous. Otherwise, use
asynchronous communication to take advantage of parallelism. The SPM sets the request ID in the more
efficient manner depending on the circumstances.
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Chapter 6. AVS Performance Guidelines

APPC/VTAM Support (AVS) allows z/VM applications to use APPC/VM and communicate through an SNA
LU6.2 network.

The performance of the AVS Virtual machine is affected by several parameters:

« Session pacing count parameters defined in the logon mode table (described in z/VM: Connectivity)

« AUTHEXIT parameter on the APPL statement issued for each gateway defined (described in z/VM:
Connectivity)

< AVS tuning parameters.

The AGWTUN ASSEMBLE file, which is linked to the AVS module, contains AVS tuning parameters. The
AVS virtual machine can use the default parameter settings that are provided and from a performance
perspective, the default settings are adequate. However for other purposes, you may change the following
parameters to meet the needs of your installation:

Pause count
Defines the number of transactions processed by AVS routines before control is relinquished.

Accounting record timer
Defines the number of hours between the creation of accounting records for all currently active
conversations.

VTAM-VM request transformation control
Defines the balance of translating requests between APPC/VM and APPC/VTAM protocols and the
resources used during the translations.

Problem dump count
Defines the number of problem dumps that could be taken during an AVS session. You can review this
dump to diagnose the cause of the problem.

Chapter 15, “AVS Tuning Parameters,” on page 149 has a detailed description of the tuning parameters
and the default settings, recommendations, and restrictions.
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Chapter 7. TSAF Performance Guidelines

The Transparent Services Access Facility (TSAF) allows z/VM applications to use APPC/VM and to
communicate with applications on other z/VM systems using the following:.

« Two APPC/VM paths

« Two or more TSAF virtual machines

« Communications across one or more physical connections.

CP Tuning Parameters

1. Using your local operating procedures, update the TSAF server's z/VM system directory to add the
QUICKDSP operand to the OPTION control statement.

The QUICKDSP operand ensures that the TSAF server will not have to wait in the eligible list for
system resources to become available. For more information on the QUICKDSP operand, see z/VM: CP
Planning and Administration.

2. Using your local operating procedures, update the TSAF server's z/VM system directory to add the
SHARE REL 1500 control statement.

The SHARE REL 1500 control statement places the TSAF server machine in a more favorable position
in the z/VM dispatch queue. For more information on the SHARE control statement, see z/VM: CP
Planning and Administration.

Line Performance Characteristics

TSAF functions that affect all the systems in a TSAF collection include:

- Identifying a new global resource or gateway in the TSAF collection
« Revoking a global resource or gateway from the TSAF collection
- Joining another TSAF collection.

How fast any of these functions complete is directly related to the speed of the slowest line that TSAF

is using in the TSAF collection. A channel-to-channel (CTC) link is faster than a LAN link, which is faster
than a BSC link. So, using a BSC line can significantly slow down TSAF functions that affect all the systems
in a TSAF collection. The speed of an APPC link depends on the type of physical link that is controlled

by VTAM. On average, the speed on an APPC link is comparable to a BSC link. TSAF always sends user
data on the fastest route in the collection. Therefore, slow lines in the route would only slow down the
transmission of user data if these lines had to be used for routing.

You should also consider the transmission error rate associated with each line in the TSAF collection. A
BSC line with a fixed-line speed is less reliable and not as available if the number of transmission errors
increases. TSAF assumes the error rate to be less than 1 bit in every 500,000 bits sent.

When the error rate is high, TSAF tends to break the communication path and mark the line down. The
performance of the entire TSAF collection can degrade when TSAF must continually change the status of
the line.

APPC Link and VTAM Performance

If your TSAF collection includes systems that are connected by physical VTAM links, you should establish
SNA sessions and define explicit routing between the VTAM virtual machines on each system. You
establish SNA sessions when you enter the AGW CNOS command (see z/VM: Connectivity). Use the VTAM
PATH definition statement to define explicit routes between the VTAM virtual machines; see ACF/VTAM
Installation and Resource Definition for more information.
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By establishing explicit VTAM sessions and routes, you enable VTAM to perform the routing between
intermediate processors in the TSAF collection when you establish APPC links to those systems. The
TSAF virtual machines at the intermediate processors will not be involved in routing these conversations,
thus reducing the data traffic through the TSAF virtual machines. In this way, explicit VTAM sessions and
routes can enhance the overall performance of the TSAF collection. When you establish explicit VTAM
sessions and routes between all systems in the TSAF collection, you create a logically fully-connected
TSAF collection.

For example, Figure 7 on page 72 shows a group of three z/VM systems, each with TSAF and VTAM
running virtual machines. VMSYS2 is connected to the other remote systems by physical links, labeled A,
that are controlled by VTAM. To form a TSAF collection, each system establishes an APPC link to each

of the other systems. Each system also defines VTAM sessions and explicit routing to each of the other
systems in the group.

WISY S WhSYS3
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Figure 7. Remote Systems Connected by Two Physical VTAM Controlled Links

As Figure 8 on page 72 shows, the TSAF collection becomes fully-connected because there now is a
logical link between VMSYS1 and VMSYS3. VMSYS2 is the physical intermediate system between VMSYS1
and VMSYS3. Because VTAM sessions and explicit routing is defined between each system, data sent from
VMSYS1 to VMSYS3 is routed through the VTAM virtual machine on VMSYS2, bypassing the TSAF virtual
machine on VMSYS2.
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Figure 8. Logically Fully-Connected TSAF Collection
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Part 3. Monitoring z/VM Performance

The topics in this section deal with z/VM performance monitoring:

« Chapter 8, “Monitoring System Performance,” on page 75

« Chapter 9, “Monitoring Performance Using CP Monitor,” on page 79
« Chapter 10, “Monitoring SFS Performance,” on page 97

« Chapter 11, “Monitoring CRR Performance,” on page 99.
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Chapter 8. Monitoring System Performance

This section describes the concept of performance monitoring and tells you about:

 The types of data that can be monitored
- The commands associated with monitoring

The saved segment used for monitor data

The virtual machine used to retrieve monitor data from the monitor saved segment
« Monitor performance considerations.

Performance Monitoring

Performance monitoring is the periodic collection of performance data and serves two major purposes:
1. Early Detection

An unfavorable trend can be detected early so that corrective action can be taken before it develops
into a serious performance problem. Early detection is done by tracking key performance indicators
over time and comparing them to established limits of acceptable performance. These indicators are
often various measures of response time.

2. Basis for Performance Problem Determination.

After a problem has been identified, the monitor data serves as the basis for determining the likely
cause of the problem. This is done by comparing the current data that reflects the problem to past
data collected when performance was adequate.

CP monitor data is the key source of information normally used to monitor the performance of a z/VM
system. This is sometimes supplemented with other data. For example, system response times might be
sampled by periodically executing benchmark programs and collecting response time information.

Although performance monitoring involves the collection of large amounts of data, only a few key
indicators need to be examined regularly. These are for early detection, as explained previously. The
remaining monitor data is used only when one or more of those indicators show that there is a
performance problem (or a trend towards one).

The INDICATE and MONITOR commands provide a system performance measurement facility for z/VM.
These commands provide a method of:

- Obtaining system resource usage data while z/VM is operating so that steps can be taken then or later
to improve performance

« Collecting measurement data using a z/VM monitor for later analysis by system analysts.

The INDICATE command can be entered by system resource operators, system programmers, system
analysts, and general users (class B, C, E, and G users) to display on the console the use of and contention
for system resources. The MONITOR command, which can be entered by class A and E users, starts and
stops the recording of one or more classes of events in a user-defined saved segment. Certain events are
recorded each time they occur. Others are recorded each time a user-specified interval of time elapses.

In addition, the active wait portion of the dispatcher runs in supervisor key 3. Therefore, on processors
with the SAD frame, displaying supervisor key 3 on the system activity display (SAD) frame gives an
indication of system idle time.

z/VM also supports the following performance analysis programs:

« Performance Toolkit is a feature of z/VM that is designed to assist operators and system programmers
with system console operation in full screen mode, and with performance monitoring on z/VM systems.
Performance Toolkit can help system programmers to make more efficient use of system resources,
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increase system productivity, and improve end-user satisfaction. For more information, see z/VM:
Performance Toolkit Reference.

INDICATE Command

The INDICATE command provides the system analyst with a “snapshot” of system activities. It also

provides the general user with a way to determine the execution characteristics of a program with respect
to the resources it uses.

For syntax and details about these commands, see z/VM: CP Commands and Utilities Reference.

INDICATE USER

General users can enter the INDICATE USER command to obtain the following system resource usage
statistics about their own virtual machines. A system analyst can enter the INDICATE USER command
to obtain these statistics for any virtual machine. CP displays a set of statistics for each of the virtual
machine's virtual processors:

» The user ID and machine mode of the virtual machine (ESA, XA, XC, or Z) and its virtual storage size.

« The device number of the last device or the name of the last NSS IPLed in the virtual machine, and the
number of virtual I/O devices in the virtual machine configuration

« The number of pages that were resident in real storage at the time the INDICATE command was
entered, the most recent estimate of the virtual machine's working set size, and the current number of
pages locked in real, reserved, and instantiated for this user (a copy of a page in multiple places in the
paging hierarchy counts as one instantiation).

- The current number of pages allocated on non-preferred and preferred paging volumes for this virtual
machine (preferred will always be zero and is kept only for compatibility) and the total number of
page-ins and page-outs for the virtual machine since it was logged on

« The processor unit address of the virtual processor to which the response applies; the total connect
time, virtual time, and virtual time plus simulation time for the virtual processor; and the total number of
non-spooled I/0 requests sent since the virtual machine was logged on

« The total number of I/O requests to spooled virtual card readers, printers, and punches since the virtual
machine was logged on or accounting was reset for the virtual machine

INDICATE USER EXPANDED

The INDICATE USER command can be issued with the EXPANDED option to get expanded information.
As with the normal INDICATE USER command, a general user can issue the expanded version for their
own virtual machine and a system analyst can enter the command for any virtual machine. The expanded
version differs from the normal INDICATE USER in the following areas:

« The scope of information is broader. For example, storage usage is broken down for private and shared
spaces.

« The number of pages resident and locked in host logical storage are also indicated.
« Many of the fields, such as virtual and total time, have more digits and therefore will not wrap as quickly.

« The fields associated with I/O and unit record requests are not reset to zero when an accounting record
is written for the given virtual machine.

INDICATE LOAD

The system analyst can enter an INDICATE LOAD command to obtain system information that indicates
current contention for system resources. (Values are smoothed except where noted.) For a general user,
CP displays a subset of the information. Statistics displayed for the system analyst include:

« The percentage of average processor usage for all processors combined.

- The minidisk caching read and write rates, and the success rate in finding requested data blocks in
cache storage.
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- The current system paging rate.

« The number of Q0, Q1, Q2, and Q3 virtual machines in the dispatch list.
e The number of E1, E2, and E3 virtual machines in the eligible list.

« The number of virtual machines in the dormant list.

« The expansion factors for Q2 and Q3 virtual machines, which indicate the total delay in response time
experienced by these virtual machines because of contention for resources scheduled by the z/VM
scheduler.

« The usage percentage of each real processor.

INDICATE QUEUES

The system analyst can enter an INDICATE QUEUES command to obtain the following information about
each of the active virtual machines (to determine the virtual machines currently using real storage):

« The transaction class of the virtual machine and whether it is in the dispatch or eligible list
- The current status, which can be one of the following;:

— Running in the real machine

— In page wait

— InI/O wait

— Waiting for the completion of instruction simulation

— Waiting for the completion of an APPC/VM function

— Inanenabled wait state

— Idle, but not long enough to be dropped from the dispatch list

— In aready state.
- The number of pages belonging to the virtual machine that are currently resident in real storage
- The current estimate of the virtual machine's working set size.
« Additional information about the virtual machine provided by four status indicators
« The virtual machine's priority in the eligible list or the dispatch list
« The processor that the virtual machine is preferred to run on.

INDICATE I/0

The INDICATE I/O command can be entered to determine the current condition of I/O operations in the
real machine. This command identifies the virtual machines currently in an I/O wait state and the real I/O
device to which the last virtual Start I/O or Start Subchannel operation was mapped.

INDICATE PAGING

The INDICATE PAGING command obtains information about the usage of auxiliary storage. When the
ALL operand is specified, CP displays for each logged-on virtual machine the number of pages allocated
on preferred paging devices and nonpreferred paging devices. When the WAIT operand is specified, the
same information is displayed for only those virtual machines that are currently in page wait.

INDICATE SPACES

The INDICATE SPACES command obtains information about an address space. General users can obtain
information about address spaces they own, while system analysts can obtain information about any
address space. For the given space, the number of associated pages in host real storage and DASD are
displayed. These page counts are further broken down between private and shared.
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INDICATE NSS

The INDICATE NSS command can be used to display information on named saved systems (NSS) and
saved segments that are loaded in the system and are in use by at least one user. The INDICATE NSS
command can be used for a particular NSS or the ALL option can be used to request information on all
NSSs and save segments. For the NSS, the command displays the number of associated pages in host
real storage and DASD, the number of instantiated pages, and the rate of page operations between host
storage and DASD.

INDICATE MULTITHREAD

The system analyst can enter the INDICATE MULTITHREAD or INDICATE MT command to obtain
multithreading status and processor core utilization information if the system is enabled for
multithreading. This command obtains core busy, thread density, productivity, utilization, capacity factor,
and maximum capacity factor by core type over an interval period of time.

Other Commands

The QUERY AGELIST, QUERY FRAMES, and QUERY SXSPAGES commands provide information about
storage usage and status.

QUERY AGELIST

The QUERY AGELIST command displays the status of the global aging list used by the system's frame

replenishment algorithm. The written portion of the aging list comprises a reclaimable pool of frames to
replenish the system's available frame lists.

For more information on the QUERY AGELIST command, see z/VM: CP Commands and Utilities Reference.

QUERY FRAMES

The QUERY FRAMES command displays the status of host real storage. This includes information such as
the number of frames that are usable, available for paging, and locked.

QUERY SXSPAGES

The QUERY SXSPAGES command displays the status of pages in the system execution space below 2
GB (the system execution area). This includes information such as the number of pages (backed and
unbacked) that are available or in use, the number of free storage reserved pages that are available for
use, the number of pages that are locked, and the number of deferred page requests.
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Chapter 9. Monitoring Performance Using CP Monitor

The CP Monitor facility collects system performance data. This data can be processed by an external
data reduction program to produce statistics to give you an understanding of system operation or help
you analyze the use of, and contention for, major system resources. These resources include processors,
storage, I/O devices, and the paging subsystem. You can control the amount and nature of the data
collected. In general, monitoring is in this order:

1. You use the CP privileged command, MONITOR, to control monitoring, including the type, amount, and
nature of data to be collected.

2. An application program running in a CMS virtual machine connects to the CP *MONITOR System
Service to establish a data link with CP,

3. The monitor collects performance data during CP operation and stores it, in the form of monitor
records, in a saved segment.

4. The application program retrieves monitor records from the saved segment and processes them.

An IBM-supplied program, called MONWRITE, can be used as the application program to establish
communication links with CP and retrieve monitor records. MONWRITE not only retrieves monitor records
from the saved segment but also stores them on tape or in a CMS file on disk. An application program can
then later read the records from the file and perform data reduction on the performance data found in the
records.

The performance monitor in the optional Performance Toolkit for z/VM feature collects data from CP
control blocks in real storage and also from CP MONITOR records. The Performance Toolkit for z/VM can
also display performance data from MONWRITE files on disk or tape. For more information, see z/VM:
Performance Toolkit Reference.

Monitor System Service (*MONITOR)

The monitor system service ("MONITOR) notifies connected virtual machines when records are created by
the z/VM monitor.

The monitor collects user-selected sets of statistics about z/VM system operation and stores them in

the form of monitor records in a user-defined saved segment. The statistics are grouped into sets called
domains. These domains, which correspond to areas of system operation for which information of interest
is sampled or in which events of interest take place, are:

- System

« Monitor

« Scheduler

- Storage

« User

» Processor

- I/0

- Seek

- Virtual network
- ISFC

- Application data
- Single System Image.

The MONITOR SAMPLE and MONITOR EVENT commands control the collection of system statistics and
their storage in monitor records. *MONITOR provides the location of monitor records to a virtual machine.
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For more information on *MONITOR, see Appendix A, “Monitor System Service (*MONITOR),” on page
171.

Monitor Data

CP Monitor collects data during CP operation and stores (“reports”) the data collected in the saved
segment in the form of monitor records.

Types of Data Collection
Monitor collects and reports two types of data: event data and sample data.

Event data is collected and reported each time a designated system event occurs. The data reported
represents the status of the system at the time the event occurred.

Some events, typically commands that can affect system performance (for example, SET SHARE), occur
relatively infrequently but can provide crucial information to a performance analyst. All command related
events can be collected separately from those that occur at a much higher rate and typically reflect
Control Program functions (for example, add user to Dispatch list), whether or not their respective
domains are enabled for event monitoring.

Sample data is collected and reported at the end of each designated time interval. The varieties of sample
data are:

Single-sample data, which is collected once during the time interval, and only at the end of that time
interval. Some of this data represents the status of the system at the time the data was collected;
other data is accumulations of counters, states, or elapsed times collected at the end of each time
interval because sampling started.

High-frequency sample data, which is collected at a rate higher than it is reported on. The data is
reported along with single-sample data. At each high-frequency sampling time, the data collected is
added to its corresponding counters; the data reported is an accumulation of counts or states that had
been collected from the time high-frequency sampling started.

With the MONITOR command you can collect either or both types of data. You can also control the time
interval for single-sampling and the rate for high-frequency sampling. In addition, you can control the
collection of records for events related to CP commands.

As soon as at least one virtual machine has been connected to *MONITOR and the MONITOR START
command has been entered for the corresponding type of monitoring (in either order), a set of data, called
configuration data, is immediately collected and reported. The data reported describes the configuration
of the system and the monitor profile at the time that monitoring started. There are sample configuration
records and event configuration records.

Subsequently, while monitoring is active, every time a new virtual machine connects to *MONITOR, a new
set of configuration records is generated to represent the status of the system at the time the connection
was made.

Monitor Data Domains

For the purpose of collecting monitor data and generating monitor records, the system is divided into
areas called data domains:

« The system domain contains information on system-wide resource use. This domain contains sample
data only.

« The monitor domain contains information on your installation's configuration (processors, paging,
storage, I/0, and so on) and on the type of monitoring enabled. This domain contains sample and
event data.

« The scheduler domain contains information on the scheduler queues, the flow of work through the
scheduler, and the resource allocation strategies of the scheduler and the dispatcher. This domain
contains event data only.
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The storage domain contains information on use of real, virtual, and auxiliary storage. This domain
contains sample and event data.

The user domain contains information on virtual machines, such as scheduling status, virtual I/O use,
and events of logging on and logging off. This domain contains sample and event data.

The processor domain contains data related to work dispatched on a given processor and other data
related to processor use. This domain contains sample and event data.

The I/O domain contains information on I/0O requests, error recovery, interrupts, and other information
for real devices. This domain contains sample and event data.

The seek domain contains information concerning seek operations on DASDs. This domain contains
event data only.

The virtual network domain contains information on activity for a virtual network interface card (NIC)
connection to a virtual network (guest LAN or virtual switch).

The ISFC domain contains information on the ISFC end points and logical link activity.

The application data (APPLDATA) domain contains application data copied from a virtual machine's
storage when this storage has been declared to CP for collecting the data generated by the application
program in that virtual machine. The domain contains sample and event data.

The Single System Image domain contains information related to the single system image cluster and
shared disk activity.

Note: See z/VM: CP Programming Services for information on DIAGNOSE code X'DC' functions through
which the virtual machine can declare storage for data collection in the APPLDATA domain.

CP Monitor Commands

The following CP commands are used in the collection and generation of monitor data. For complete
information on these commands, see z/VM: CP Commands and Utilities Reference. Also provided is a brief
summary of the command or utility.

Use the MONITOR command to control monitoring. With the MONITOR command, you can:

Establish a profile for event data collection. You can select the domains and the elements within them,
such as user IDs, device numbers, device types, classes, and volume identifiers.

Establish a profile for sample data collection. You can select the domains and the elements within them,
such as user IDs, device numbers, device types, classes, and volume identifiers.

Establish the time interval for single-sample data collection and the rate for high-frequency sample
data collection.

Start event and sample data monitoring based on the profiles established.
Stop event and sample data monitoring.

Partition the saved segment into sample area and event area. Within each area, you can further partition
it into one area for configuration records and the other for data records.

Establish the maximum time a user has to reply to an IUCV send for configuration data.
Determine whether events related to CP commands are to be collected.

SET MONDATA Command

Use the SET MONDATA command to establish whether the display device input and output data are to be
included in monitor records.

QUERY MONITOR Command

Use the QUERY MONITOR command to view the profiles or settings of CP Monitor. You can view
information about event and sample recording, configuration areas, and configuration time limits.
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QUERY MONDATA Command

Use the QUERY MONDATA command to determine whether input and output data of the user display
devices are to be included in the monitor records.

CP Monitor Utilities

This section briefly describes the monitor utilities. For more complete information on a specific command
or utility, see z/VM: CP Commands and Utilities Reference.

MONWRITE

Use the MONWRITE utility to retrieve monitor records from the monitor saved segment and store them in
a CMS file or on a tape.

MONWSTOP
Use the MONWSTOP utility to stop MONWRITE from writing data.

The Monitor Saved Segment

You must create a saved segment into which CP can place monitor data. The saved segment can be a
discontiguous saved segment (DCSS) or a member of a segment space.

Creating the Saved Segment

To create the monitor saved segment:

1. Log on a Class E virtual machine and enter the DEFSEG command to define a saved segment. For
example, to define a saved segment as MONDCSS, located in the range of pages from X'40000' to
X'A5FFF' virtual storage, enter:

defseg mondcss 40000-45FFF sc rstd

2. Enter the SAVESEG command to save the segment. For example, to save the segment defined in the
previous DEFSEG command, enter:

saveseg mondcss

3. You can use the SET RESERVED command for the number of pages in your monitor saved segment to
make sure the pages remain resident when the system is paging. Reserved settings are not preserved
across an IPL; you will need to include the SET RESERVED command for the monitor saved segment in

your IPL procedure.

For more information about the DEFSEG, SAVESEG, and SET RESERVED commands, see z/VM: CP
Commands and Utilities Reference. The following notes pertain to those commands specifically for the
monitor saved segment:

 Forinformation about calculating the size of the monitor saved segment, see “Calculating the Space
Needed for the Saved Segment” on page 83.

« The name assigned to the saved segment is the name that the application program will specify when it
connects to the CP *MONITOR system service.

You can define and save more than one saved segment, but only one of them can be used by Monitor
at a time and that one will be designated by the first application program that connects to *MONITOR.
All other application programs that wish to connect concurrently to *MONITOR must specify that saved
segment.

The location and range of the monitor saved segment should not overlap with existing saved segments
or named saved systems (NSSs), especially the CMS-related saved segments and the CMS NSS. To
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determine where to define the monitor saved segment, enter a QUERY NSS MAP ALL command to
display the ranges already in use.

« Although more than one range of page addresses can be specified in the DEFSEG command, only the
first one of type SC is used for monitoring. This range must be at least 11 pages.

« SCinthe DEFSEG command is a required type code so that CP can write in this segment and the virtual
machines can access it.

« RSTD in the DEFSEG command is optional but is recommended to restrict access to the saved segment.
Only a virtual machine with a NAMESAVE directory statement specifying this saved segment name can
access it.

Calculating the Space Needed for the Saved Segment

To estimate the space that might be required for the monitor saved segment, you need the total of:

« The estimated number of pages that might be required for the sample area of the monitor saved
segment

- The estimated number of pages that might be required for the event area of the monitor saved segment.

Saved Segment Space Calculation Notes

« The monitor saved segment must be at least 11 pages (45,056 bytes).

- The total size should satisfy the requirements specified (or defaulted) by the PARTITION and CONFIG
options of the MONITOR command. If all options are defaulted, you need at least 8194 pages. See
“How Space Is Partitioned in the Saved Segment” on page 87.

- Itis recommended that the total number of pages be rounded to the next multiple of a MB.

« The formulas described here are based on scenarios of the worst cases and provide only an estimate
of the size of the monitor saved segment that would be needed. The actual size depends on several
factors, such as the amount of system activity and what is being monitored.

If you can anticipate your system or monitor activity, you may adjust the estimates accordingly.

« The formulas described here are based on current size of existing monitor records. The addition of new
monitor fields or records could make these estimations inaccurate.

Space Requirements for the Sample Area

The sample area of the monitor saved segment should be large enough to contain the sample data
records and the sample configuration records for all domains to be enabled for sample monitoring.

Sample Data Records

To estimate the number of pages needed for the sample data records, add the calculated number of bytes
for the following domains that are to be enabled for sample monitoring. Then, divide the total number of
bytes by 4096 to get the number of pages and round the result to the next whole page.

Note: At least one page must be reserved for sample data records.
« The system domain:

- 8000.

— 1000 times the number of processors.

— If you are running in a logical partition, add:

- 80 times the number of logical partitions. Because the partition configuration can change during a
session, it is recommended that you include the maximum number of logical partitions allowed on
your system.

- 50 times the number of logical CPUs in the partition. Again, the maximum configuration is
recommended. The maximum number of logical CPUs is the maximum number of logical CPUs
allowed in a partition times the maximum number of logical partitions allowed on your system.
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Note: The number of physical CPUs on your system is the maximum number of logical CPUs you
can have in any logical partition.

- 120 times the number of channel paths (CHPIDs) defined.

« The storage domain:

- 1400.
— 130 times the number of named saved systems and saved segments you have defined.

— 270 times the number of paging and spooling exposures. A CP volume with no exposures counts as 1
exposure.

— 600 times the number of online processors.
— 150 times the number of shared address spaces.
— 80 times the number of virtual disks.
— 220 times the number of address spaces.
— 80 times the number of virtual disks.
« The user domain:

— 2172 times the number of logged-on users to be enabled for sample monitoring in the user domain at
the same time.

— 2172 times the number of virtual CPUs defined by MP users to be enabled for sample monitoring in
the user domain at the same time.

« The processor domain:

- 4000.

— 1500 times the number of online processors.

— 900 times the number of PCI crypto cards online.
* The I/O domain:

— 350 times the maximum number of I/O devices that are to be enabled for sample monitoring in the
I/0O domain at the same time.

— 550 times the maximum number of cache devices to be enabled for sample monitoring in the I/O
domain at the same time.

— 750 times the number of virtual switches defined.

— 330 times the number of SCSI devices online.

— 360 times the number of Queued Direct I/O (QDIO) devices online.

— 60 times the number of HyperPAV pools defined.
 The virtual network domain:

— 350 times the number of virtual network interface cards (NICs) defined.
« The ISFC domain:

— 120 times the number of ISFC end points defined

— 300 times the number of ISFC logical links defined.
« The APPLDATA domain:

— 4096 times the maximum number of buffers to be declared for all the users to be enabled for sample
monitoring in the APPLDATA domain at the same time.

« The Single System Image domain:
- 500.
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Sample Configuration Records

To estimate the number of pages needed for sample configuration records, add the number of bytes
required for the following items, divide the total by 4096 to get the number of pages, and round the result
to the next whole page.

Notes:

1. At least one page must be reserved for sample configuration records.

2. The default number of pages reserved for sample configuration records is 4096. See “Default Sizes for
Configuration Records” on page 87. The default can be overridden by the MONITOR SAMPLE CONFIG
command.

3. If the size of the Sample Configuration Record area is too small, missing or incomplete monitor
records may occur. This usually occurs when a large number of devices are available on your system.
To increase the size of the Sample Configuration Record area, use the MONITOR SAMPLE CONFIG
command.

- 1000.

« 325 times the number of devices available on your system.

« 60 times the number of paging and spooling areas.

« 50 times the number of online processors.

= 300 times the maximum number of users that may be logged on when configuration records are built.

Note: Configuration records are first built when (a) at least one virtual machine has connected to
*MONITOR or (b) the MONITOR START command has been issued for the corresponding type of
monitoring, whichever happens last. New configuration records are built again every time a new virtual
machine makes a concurrent connection to *MONITOR.

e The user domain, if enabled:
- 40.

— 8 times the maximum number of users to be enabled for sample monitoring in the user domain at the
same time.

« APPLDATA domain, if enabled:
- 40.

— 8 times the maximum number of users to be enabled for sample monitoring in the APPLDATA domain
at the same time.

« I/O domain, if enabled:
- 40.

— 2 times the maximum number of devices to be enabled for sample monitoring in the I/O domain at
the same time.

Space Requirements for the Event Area

The event area of the monitor saved segment should be large enough to contain the event data records
and the event configuration records for all domains to be enabled for event monitoring.

Event Data Records

To estimate the number of pages needed for the event data records, add the calculated number of bytes
for the following items.

The speed at which the connected application programs retrieve the event data records from the
saved segment can be a factor in the space requirement for the event data records. A page that

has been relieved of its records is immediately available for subsequent new event data records.
Therefore, the quicker the records are retrieved, the more often the same pages can be reused, and
thereby the fewer total pages are required.
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The minimum requirement for event data records is 8 pages.
« For each domain to be enabled for event monitoring, add the number of bytes required as follows:

The scheduler domain:
12,000 times the maximum number of users to be enabled for event monitoring in the scheduler
domain at the same time.

The storage domain:
1550.

The user domain:
1800 times the maximum number of users to be enabled for event monitoring in the user domain at
the same time.

350 times the number of relocations being monitored.

The processor domain:
2000.

The I/0 domain:
2000.

The seek domain:
200 times the maximum number of devices to be enabled for event monitoring in the seek domain
at the same time.

The virtual network domain:
150.

The ISFC domain:
450.

The APPLDATA domain:
4096 times the maximum number of buffers to be declared for all the users to be enabled for event
monitoring in the APPLDATA domain at the same time.

The Single System Image domain add:
100.

« Multiply the total by 20.
- Divide the total by 4096 to get the number of pages and round the result to the next whole page.

Event Configuration Records

To estimate the number of pages needed for event configuration records, add the number of bytes
required for the following items, divide the total by 4096 to get the number of pages, and round the result
to the next whole page.

At least one page must be reserved for event configuration records.

The default number of pages reserved for event configuration records is 68. See “Default Sizes for
Configuration Records” on page 87. The default can be overridden by the MONITOR EVENT CONFIG
command.

- 500.
The scheduler domain:
- 40.

— 8 times the maximum number of users to be enabled for event monitoring in the scheduler domain at
the same time.

* The user domain:

- 40.

— 8 times the maximum number of users to be enabled for event monitoring in the user domain at the
same time.

The I/O domain:
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- 40.

— 2 times the maximum number of devices to be enabled for event monitoring in the I/O domain at the
same time.

* The seek domain:

- 40.

— 2 times the maximum number of devices to be enabled for event monitoring in the seek domain at
the same time.

« The APPLdata domain:

- 40.

— 8 times the maximum number of users to be enabled for event monitoring in the APPLDATA domain
at the same time.

Default Sizes for Configuration Records

The number of pages reserved for event configuration records is defaulted at 68; for sample configuration
records, the default is 4096.

How Space Is Partitioned in the Saved Segment

When monitoring is started, the monitor saved segment is partitioned according to the monitor profile
settings in effect. In general, the saved segment is partitioned into two areas: one for event data, the
other for sample data. Within the event area, the space is again divided into two partitions: one for

event configuration records, the other for event data records. Likewise, the sample area is partitioned for
sample configuration records and sample data records.

The partitioning of the saved segment is set either by default or by the CONFIG or PARTITION options of
the MONITOR command.

The default profile for partitioning the monitor saved segment is:
« In the event area: one half of the saved segment

— Event configuration records: the first 68 pages of the event area
— Event data records: the rest of the event area (@ minimum of 8 pages is required)

The total default minimum required for the event area: 76 pages
- The sample area: the second half of the saved segment

— Sample configuration records: the first 4096 pages of the sample area
— Sample data records: the rest of the sample area (@ minimum of one page is required)

The total default minimum required for the sample area: 4097 pages.

Because the defaulted sample area half requires 4097 pages, the minimum default requirement for
the saved segment is thus 8194 pages. This, in turn, results in at least 4029 pages in the event area
being available for event data records (4097 pages of event area minus 68 pages reserved for event
configuration records).

For better efficiency and use of your saved segment and for efficient performance, you are encouraged
to define and partition your saved segment specifically to fit your system requirements or your planned
monitor profiles, or both. The defaulted space reserved for configuration records may tend to be a waste
of your space (see “Default Sizes for Configuration Records” on page 87). On the other hand, leaving only
one page for sample data records may be barely sufficient.

Use the MONITOR START PARTITION command to partition the saved segment between the event area
and the sample area.

Note: This command permits you to reserve space only for the event area. You cannot reserve space
explicitly for the sample area. Nevertheless, when you have done so for the event area, in effect you have
reserved the rest of the saved segment for the sample area.
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Use the MONITOR SAMPLE and MONITOR EVENT commands with the CONFIG option to reserve space
in the event area for event configuration records and to reserve space in the sample area for sample
configuration records.

Use the QUERY MONITOR command to display the monitor profile settings in effect. This command also
displays the size and partitioning (in pages) of the saved segment in effect.

See z/VM: CP Commands and Utilities Reference for more information on the MONITOR and QUERY
MONITOR commands.

What Happens If the Reserved Space Is Not Enough?

The monitor profile for the saved segment, as set or defaulted by the CONFIG or PARTITION options

of the MONITOR command, must be compatible with the size of the saved segment provided by the
first virtual machine to connect to *MONITOR. Otherwise, the MONITOR START command or the virtual
machine's request to make a connection to *MONITOR is rejected.

What happens depends on the sequence of events, according to the following scheme:

« If avirtual machine requests a connection to *MONITOR before the MONITOR START command for its
corresponding type has been entered:

Request for connection is rejected if the saved segment does not have at least 11 pages. The 11 pages
is the sum of the minimum size for each partition:

One for event configuration records

Eight for event data records

One for sample configuration records

One for sample data records

- If MONITOR START is entered before any virtual machine has been connected to *MONITOR for the
command's corresponding type of monitoring:

The command is rejected (although CP would not yet have a monitor saved segment to work with) if
CP verifies that the requested reserved spaces would exceed a saved segment of the largest possible
size. See the DEFSEG command in z/VM: CP Commands and Utilities Reference for the maximum
number of pages that can be defined for a saved segment of the type SC.

Rationale for rejecting the command at this point: a saved segment must be successfully defined
(that is, within its maximum size) before a virtual machine can use it to connect to *MONITOR.

Thus, no matter what its size is, the saved segment will still be too small for the requested reserved
spaces, and the connection request would be rejected anyway.

You should check that the requested partitioning or the sizes of the requested reserved spaces do
not total beyond the largest saved segment possible.

« If the first virtual machine requests a connection to *MONITOR after the MONITOR START command for
its corresponding type has been entered:

The request for connection is rejected if the saved segment is not large enough for the requested
reserved spaces.

The virtual machine can resolve this problem by providing a larger saved segment. Sometimes,
however, this problem can be resolved by changing the requested reserved spaces. In this case you
may have to enter MONITOR STOP to stop monitoring, to change the sizes or partitioning.

« If MONITOR START is entered after at least one virtual machine has been connected to *“MONITOR for
the command's corresponding type of monitoring:

The command is rejected if the requested reserved spaces are too large for the saved segment now
designated for monitor.

The Virtual Machine to Collect Data Records

To use the CP Monitor facility, a virtual machine must run an application program to retrieve data from
the monitor saved segment. The application program must load the saved segment and connect to the
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*MONITOR system service. IUCV is the data link between the virtual machine and the *MONITOR system
service.

*MONITOR Overview
1. The virtual machine makes a connection (IUCV CONNECT) to the *MONITOR system service.

The first virtual machine to make the connection has the first choice to specify the saved segment. It
also has the first choice to select the mode of connection, which can be one of the following:

« Exclusive Mode. This virtual machine is the one, and the only one, connected to *MONITOR. Requests
for connections from any other virtual machines are rejected.

« Shared Mode. Any other virtual machine may connect to *MONITOR concurrently. Up to 65,535
virtual machines may connect to *MONITOR. (65,535 is the architectural limit. The practical limit
depends on available resources.)

In shared mode, the virtual machine also selects the type of data it wants to process: sample data or
event data or both.

2. When records have been placed in the saved segment, *MONITOR notifies (through IUCV SEND
commands) all applicable virtual machines that the records are ready to be retrieved. Location and
types of data are supplied by *MONITOR.

In the shared mode, the virtual machine is notified in this manner only for the type of data it has
selected when it made the connection to *MONITOR. In exclusive mode, the virtual machine is always
notified for either sample data or event data.

3. The virtual machine accesses the saved segment and retrieves the records.

4. The virtual machine notifies *MONITOR (through IUCV REPLY commands) that it is finished with the
applicable area of the saved segment. When all applicable virtual machines have done so, this area of
the saved segment is available to CP for further recording.

Sample Directory for the Virtual Machine

For a virtual machine to connect to the *MONITOR system service, it must have IUCV entries in its
directory entry. The directory entry listed in the following is a sample, but be sure to tailor the directory
statements to match your installation's configuration. It is a best practice, not a requirement, that the
directory entry be a multiconfiguration virtual machine.

IDENTITY MONWRITE pw 4M 8M G
BUILD ON * USING SUBCONFIG MONWRT-1
MACHINE ESA
ACCOUNT XXXXX
IPL CMS
OPTION QUICKDSP
SHARE ABSOLUTE 3%

IUCV *MONITOR MSGLIMIT 255
NAMESAVE MONDCSS

CONSOLE 009 3270 T

SPOOL 00C 2540 READER =*
SPOOL 00D 2540 PUNCH A
SPOOL OOE 1403 A

SUBCONFIG MONWRT-1

LINK MAINT 0190 0190 RR * CMS system disk

LINK MAINT 019D 019D RR * help disk

LINK MAINT O19E O19E RR * Product code disk

MDISK 191 3390 2619 300 MO1RES MR readpuw writepw multipw

« When writing to DASD, you might need more DASD space, depending on how much data you collect and
how frequently you collect it.

« In general, make sure you define the monitor saved segment at an address higher than the maximum
virtual storage size of the virtual machine. This prevents the monitor saved segment from overlaying the
segment where CMS loads the application program.

Chapter 9. Monitoring Performance Using CP Monitor 89



Monitoring Performance with CP Monitor

« If you want to enter monitor commands from this virtual machine, you must add class E to the
IDENTITY directory statement. You also need class E if you plan to define and save the monitor saved
segment from this virtual machine.

« The MSGLIMIT coded on the IUCV directory statement establishes the limit on the number of
outstanding messages allowed on the path from *MONITOR to the virtual machine. (The virtual machine
cannot send messages to *MONITOR, because this message path is always quiesced.)

« The NAMESAVE statement is necessary if the monitor saved segment has been defined with the RSTD
option. (The RSTD option is recommended when you define a saved segment for monitor, because some
data may be sensitive.)

« If yourinstallation has issued SET MONDATA ON, remember that the virtual machine has access to the
possibly sensitive data produced in the event scheduler domain.

« If the virtual machine does not have an adequate priority, some data may be lost. If this situation
happens, try increasing the scheduler share allotted to this virtual machine with the SHARE directory
statement or the CP SET SHARE command. For more information on increasing scheduler shares, see
“SET SHARE Command” on page 107.

The MONWRITE Program

The MONWRITE program is an IBM-supplied program that can serve as the application program required
for retrieving monitor data from the saved segment.

MONWRITE does the following:

« Loads the monitor saved segment into its virtual storage.

« Establishes the appropriate IUCV communication links with the *MONITOR system service. It connects
to *MONITOR in shared mode. That is, more than one virtual machine running MONWRITE can connect
to *MONITOR at one time.

« Accesses the saved segment and retrieves its data.

« Writes the monitor data on a tape or in a CMS file.

An application program can later read the records from the file and perform data reduction on the
performance data found in the records.

Using MONWRITE

Use the MONWRITE command to call the MONWRITE program. Through this command, you select the file
(disk or tape) to which the monitor data is to be stored.

See z/VM: CP Commands and Utilities Reference for information on the MONWRITE and MONWSTOP
utilities.

Example 1: To send monitor data to a tape at address 181, enter:

monwrite mondcss *monitor tape 181

Example 2: To send monitor data from the monitor saved segment to a disk file with a file ID that contains
the current date and time, enter:

monwrite mondcss *monitor disk

Example 3: To send monitor data to the tapes at addresses 181 and 185, enter:

monwrite mondcss *monitor tape 181 185

Monitor Operations

To use CP Monitor, you must:

1. Create a monitor saved segment.
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2. Create a virtual machine with an application program that would:

a. Load the monitor saved segment into its virtual storage

b. Connect to the *MONITOR system service

c. Receive notifications from *MONITOR that data is available

d. Retrieve data

e. Notify *MONITOR that it is finished with the data

Note: The MONWRITE program can be used as the application program in the virtual machine.
3. Establish a monitor profile (unless everything is to be defaulted).

For more information, see z/VM: CP Commands and Utilities Reference.
4. Enter the MONITOR START command.

An Example of Monitoring for Sample Data
Assume an 800-page saved segment has been created and loaded for monitor.

The following is an example of a series of MONITOR commands for sample data monitoring:

monitor sample enable processor

monitor sample enable storage

monitor sample enable user userid jordan perkins black worthy dorherty
monitor sample enable i/o device 0120 5140 150 140-145
monitor sample enable i/o type 3380

monitor sample enable i/o class tape

monitor sample enable i/o volume packl pack2

monitor sample rate 1 second

monitor sample interval 2 minutes

monitor sample config size 40

monitor sample config limit 3

monitor sample start

In the previous example:

- The processor, storage, user, and I/O domains are enabled. The system and monitor domains are always
enabled.

- For the user domain, five users have been selected for monitoring.

 For the I/O domain, the following real devices have been selected for monitoring:

Devices with the addresses 120, 5140, 150, and the address range from 140 to 145 inclusive
All 3380 devices

All tape devices

DASDs with volume IDs PACK1 and PACK2.

- High-frequency sample data is sampled every second. It is reported, along with the single-sample data,
every 2 minutes.

« Single-sample data is reported every 2 minutes.

 Forty 4 KB pages of the sample area of the saved segment are reserved for the sample configuration
records.

« Any virtual machine connected to *MONITOR for sample data has 3 minutes to reply to notices of
sample configuration data.

« The MONITOR SAMPLE START command starts the collection of data if at least one virtual machine is
connected for sample data or as soon as the first virtual machine is connected for sample data.

An Example of Monitoring for Event Data

Assume that monitoring in the previous example continues, using the same 800-page monitor saved
segment. Also, event monitoring is to be initiated using the following set of commands.
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monitor event enable processor

monitor event enable scheduler userid puckett gaetti hrbek viola reardon
monitor event enable user userid jordan perkins black worthy dorherty
monitor event enable i/o device 0120 5140 150 140-145

monitor event enable i/o type 3380

monitor event enable i/o class tape

monitor event enable i/o volume packl pack2

monitor event enable seeks volume packl pack2

monitor event enable seeks device 0120

monitor event config size 36

monitor event config limit 3

monitor event start block 4 partition 100

In the previous example:

The processor, scheduler, user, I/0, and seek domains are enabled. The monitor domain is always
enabled.

For the scheduler domain, five users have been selected for monitoring.
For the user domain, five users have been selected for monitoring.
For the I/O domain, the following real devices have been selected for monitoring:

— Devices with the addresses 120, 5140, 150, and the address range from 140 to 145 inclusive.
— All 3380 devices

— All tape devices

— DASDs with volume IDs PACK1 and PACK2

For the seek domain, 3 DASDs: volume PACK1, volume PACK2, and address 0120, are selected for
monitoring.

Thirty-six 4 KB pages of the event area of the saved segment are reserved for the event configuration
records.

Any virtual machine connected to *MONITOR for event data has 3 minutes to reply to notices of event
configuration data.

The MONITOR EVENT START command in this example causes:

— 100 pages of the saved segment to be partitioned as the event area. As a result of the MONITOR
CONFIG SIZE command, the first 36 pages are reserved for the event configuration records.

The remaining 700 pages of the saved segment constitute the sample area, with 40 pages reserved
for sample configuration records.

— A 4-page block of event records to be accumulated before the virtual machines connected to
*MONITOR are notified of the event records.

— Event data to be collected and reported if at least one virtual machine is connected for event data or
as soon as the first virtual machine is connected for event data.

— The MONITOR SAMPLE START command starts the collection of data

Stopping the Collection of Monitor Records

To stop the collection of both sample and event data, enter:

monitor stop

To stop the collection of only sample data, enter:

monitor sample stop

To stop the collection of only event data, enter:

monitor event stop
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To stop the monitor writer from the console of the virtual machine that is running the MONWRITE
program, enter:

monwstop

Note: When you use the MONWRITE program, the MONWSTOP command should always be entered
before collection is stopped by a MONITOR command so that the monitor writer can complete the writing
of the records in the saved segment. (If the MONITOR command is entered to stop recording while the
MONWRITE program is still storing records, null data is written.)

System Shutdown and Hard Abends

Because monitor data is accumulated in the saved segment and requires an application program to
collect the data in real time, the loss of data because of a system warm start (IPL) or system hard abend
should be minimal. For example, the last interval of data sent may be lost, and for event data, any blocks
of data not yet replied to may be lost.

If MONWRITE is being used, the file may be left in an unpredictable state. That is, the last interval of
sample data or last block of event data may be incomplete if the shutdown or abend occurred while the
MONWRITE program was writing data. In addition, there will be no end-of-data records, and if writing to
tape, there will be no tape mark. (All data written before the shutdown/abend will be intact.) For usual
system termination, the MONWSTOP utility should be entered before you shut down the system.

Enabling MONITOR and MONWRITE: An Example

The following sample EXEC illustrates how to enable and start the MONITOR and the sample application
(MONWRITE) that is used to collect sample and event data. This EXEC, named MONSETUP EXEC, starts
the MONITOR, and then stops the MONITOR after MONWRITE finishes. You need to verify that the virtual
machine you are using has the required special directory statements:

IUCV *MONITOR MSGLIMIT 255 NAMESAVE MONDCSS

The virtual machine also needs the following special privileges:

Command Required Class Userid
CP QUERY NSS E

CP DEFSEG E

CP SAVESEG E

CP MONITOR AorE

The syntax for this EXEC follows:
Syntax for the MONSETUP EXEC

A
o> MONSETUP %
filemode

/**********************************************************************/

Address Command /* Restrict command resolution to basic */
/% CMSCALL. */

Parse Upper Arg filemode . /* Retrieve parameters from the command */
/* line. */

If filemode='"' Then /* If no mode specified */
filemode = 'A' /* default to A. */

'"QUERY DISK 'filemode' ( STACK'
Pull header
Pull . . . state .
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If state-='R/W' Then
Do
Say 'Filemode('filemode') is not accessed R/W'
Exit 1
End

"ESTATE MONWRITE OUTPUT 'filemode
If rc=0 Then
Do
Say 'MONWRITE OUTPUT 'filemode' already',
'exists please remove/rename then retry.'
Exit 2
End

See if we have a DCSS named MONDCSS defined in the system data files
If not then define and save one

||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| /
Parse Value Diagrc(8, 'QUERY NSS NAME MONDCSS MAP') With rc cc data
If rc-=0 | cc-=0 Then
Do
Say '"QUERY NSS NAME MONDCSS MAP" returned rc='rc' cc='cc' and'
Say ' message='Strip(data)
Exit 3
End
Parse Var data . ' MONDCSS ' . . begpag endpag type cl .
If cl1='S' Then
Do
Say '"QUERY NSS NAME MONDCSS MAP" indicates CLASS=S. Please '
Say 'use CP SAVESEG to save the DCSS. Then retry this exec.'
Exit 4
End
If Substr(Strip(data),1,15)="'FILES: NO NSS' Then
Do
'CP DEFSEG',
'MONDCSS', /* Give the segment a name. */
'40000-45FFF "', /* Define the page ranges. */
'SC', /* CP writable pages, shared read-only */
/* access by virtual machine, no data */,
/* saved. */,
'RSTD' /* Forces virtual machine to have a */
/* NAMESAVE directory statement when */
/* trying to access this segment. */
If rc-=0 Then
Do
Say '"CP DEFSEG MONDCSS 40000-45FFF SC RSTD" returned rc='rc
Exit 5
End
'CP SAVESEG MONDCSS' /* Now save what was just defined. */
If rc-=0 Then
Do
Say '"CP SAVESEG MONDCSS" returned rc='rc
Exit 6
End
End
'CP MONITOR EVENT ENABLE ALL' /* Enable CP Monitor events */
If rc-=0 Then
Do
Say '"CP MONITOR EVENT ENABLE ALL" returned rc='rc
Exit 7
End
'"CP MONITOR SAMPLE ENABLE ALL' /% Enable CP Monitor sampling */
If rc-=0 Then
Do
Say '"CP MONITOR SAMPLE ENABLE ALL" returned rc='zc
Exit 8
End
'"CP MONITOR START' /* Start CP Monitor now, the rc may */

/* not be equal to zero at this time. */
/* Since there are probably no virtualx/
/* machines connected to *MONITOR. */

/**********************************************************************
Start the sample application MONWRITE to connect to *MONITOR

and start the collecting of CP Monitor records to DASD.
***********************************************************************/
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Say 1 1

Say 'When you are ready to STOP the sample application MONWRITE'
Say 'ENTER the immediate command MONWSTOP.'

Say 1 1

"MONWRITE MONDCSS *MONITOR DISK MONWRITE OUTPUT 'filemode
If rc-=0 Then
Do
Say '"MONWRITE MONDCSS *MONITOR DISK MONWRITE OUTPUT 'filemode'’,
'returned rc='rc
Exit 9
End

'"CP MONITOR STOP' /* Stop CP Monitor since we started itx/
If rc-=0 Then
Do
Say '"CP MONITOR STOP" returned rc='zrc
Exit 10
End

Exit O

Performance Considerations (Monitor)

The performance impact of monitoring depends on what data is being collected, the number of
applications connected to monitor, and the data type each application is processing. Each time a set
of monitor records is created in the monitor saved segment, a broadcast indicating the location of the
newly created records is sent to all applications processing that type of monitor data.

The more domains and their elements (such as users or devices) you enable, the more records monitor
collects. If you enable a large number of domains or their elements, system performance may suffer. For
this reason, during usual system operation, you should avoid:

 Large amounts of event data collection, especially in the seek and scheduler domains
« Very short time intervals for sample data collections.
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Chapter 10. Monitoring SFS Performance

The overall monitoring process for SFS file pool servers does not change. However, you do need to enable
the APPLDATA domain with the CP MONITOR EVENT ENABLE command so that SFS file pool server
performance data is included with the usual CP monitor data. See the “CP Monitor Commands” on page
81 for information on the CP MONITOR command.

When Performance Toolkit for z/VM reduces the monitor data, the SFS performance data can be
integrated into the output reports. For more information about the CP monitor and performance
monitoring, see z/VM: CP Planning and Administration. For more information about Performance Toolkit
for z/VM, see z/VM: Performance Toolkit Reference.

The data that each active server contributes to the CP monitor facility is equivalent to the counts and
timings provided by the QUERY FILEPOOL REPORT command. A description of the QUERY FILEPOOL
REPORT command is in z/VM: CMS File Pool Planning, Administration, and Operation. A description of
the records that servers contribute to the monitor data is in Appendix D, “SFS and CRR Server Monitor
Records,” on page 193.

The performance monitoring data provided by SFS is used when monitoring indicators show a
performance problem in this area. Its use in support of performance problem determination is discussed
in Chapter 13, “SFS Tuning,” on page 129.
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Chapter 11. Monitoring CRR Performance

The CRR recovery server also does not change the overall monitoring process. You do need to enable
the APPLDATA domain with the CP MONITOR EVENT ENABLE command so that CRR recovery server
performance data is included with the usual CP monitor data. See “CP Monitor Commands” on page 81
for information on the CP MONITOR command.

When Performance Toolkit for z/VM reduces the monitor data, the CRR performance data can be
integrated into the output reports. For more information about the CP monitor and performance
monitoring, see z/VM: CP Planning and Administration. For more information about Performance Toolkit
for z/VM, see z/VM: Performance Toolkit Reference.

The data that the CRR recovery server contributes to the CP monitor facility is equivalent to the counts
and timings provided by the QUERY FILEPOOL REPORT command. A description of the QUERY FILEPOOL
REPORT command is in z/VM: CMS File Pool Planning, Administration, and Operation. A description of
the records that servers contribute to the monitor data is in Appendix D, “SFS and CRR Server Monitor
Records,” on page 193.

The performance monitoring data provided by CRR is used when monitoring indicators show a
performance problem in this area. Its use in support of performance problem determination is discussed
in Chapter 14, “CRR Tuning,” on page 143.
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The topics in this section discuss how to tune your system for greater performance:
« Chapter 12, “Tuning Your System,” on page 103

Chapter 13, “SFS Tuning,” on page 129

Chapter 14, “CRR Tuning,” on page 143

Chapter 15, “AVS Tuning Parameters,” on page 149

Chapter 16, “TCP/IP Tuning,” on page 153

Chapter 17, “VMRM Tuning Parameters,” on page 157.
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Chapter 12. Tuning Your System

This section describes tuning:
« Why it can be beneficial
- Terms associated with tuning

« How to allocate system resources (processors, storage, and paging and I/0 capabilities) to virtual
machines

« Change the way the following resources are distributed:

Processors and processor time

Paging resources

Real storage

I/O resources.

It also gives examples of performance problems, solutions to these problems, and examples of using the
tuning commands described in the previous sections.

Tuning Overview

Why tune a system? In general, performance tuning is undertaken when you want to:

« Process a larger or more demanding work load without increasing the system's configuration
« Improve system response or throughput
« Reduce processing costs without affecting service to your users.

In other words, performance tuning is done when an installation wishes to improve its cost-performance
ratio.

What Is the Value of Performance Tuning?

Converting performance from technical to economic terms is difficult. Even so, it is apparent that a tuning
project costs money (through hours and processor time). Before you undertake a tuning project, weigh
that project's cost against its possible benefits. Some of these benefits are tangible. More efficient use

of resources and the ability to add more users to the system are examples. Other benefits, such as
greater user satisfaction because of quicker response time, are intangible. All of these benefits must be
considered.

Here is a list of guidelines that can make a tuning project useful:

« Remember the law of diminishing returns. Your greatest performance benefits usually come from your
initial efforts. Further changes generally produce smaller and smaller benefits and require more and
more effort.

« Eliminate the easily removed bottlenecks first. You can take a number of tuning actions that are
relatively easy to do. These actions do not require additional resources and take very little time. You
should identify and complete these items first.

- Make only one unrelated change at a time. Some tuning changes are related and should be made
together (for example, using SET QUICKDSP with SET RESERVED, which is discussed later in this
section). However, for unrelated changes, it is best to do them one at a time. If you make many
unrelated changes at once, it is difficult or impossible for you to determine the effect of each change on
the system. In fact, if some changes improve performance and others degrade performance, they can
effectively cancel each other out and lead to erroneous conclusions.

« If you have time limitations, formulate a hypothesis and measure only what is required to verify the
hypothesis.

© Copyright IBM Corp. 1990, 2023 103



Tuning Your System

How Much Can a System Be Tuned?

There are limits to how much you can improve the efficiency of a system. Consider how much time and
money you should spend on improving system performance, and how much the spending of additional
time and money will help the users of the system.

You may be able to run your system without specifying any tuning commands. It is a good idea to bring up
your system with the system defaults and then determine whether tuning is necessary.

In some circumstances, there is no benefit to tuning a system. Running with the system defaults may give
just as good performance as specifying many tuning commands. In other circumstances, the benefit from
tuning may be significant. For example, increasing the number of users by 10 percent while maintaining
the same response time is certainly a worthwhile tuning effort.

As your system approaches a performance bottleneck, it is more likely that tuning will be effective. If you
are close to hitting a bottleneck and you increase the number of users on the system by 10 percent, the
response time is likely to rise by much more than 10 percent. But there is a point beyond which tuning
cannot help you. At that point, the only thing to do (other than adding new hardware) is to change your
objectives. For example, you may have to favor interactive work over long-running work.

A Step-by-Step Approach to Tuning

Tuning is basically trial and error. However, it is helpful to have a step-by-step approach to any tuning
project, as given here:

1. Decide what change to make to your system.

2. Make the change. Observe the system before and after the change. Try to have about the same work
load on the system before and after the change. In this way, any change in performance can be
attributed to your adjustment. It may be necessary to get several samplings by turning the change on
and off a few times. Many short readings are more accurate than one or two long ones.

3. Use monitor data and the INDICATE command to evaluate system performance. Consider setting up
a special user ID to run test loads of previously devised transactions. Have this user ID record the
response time of each completed transaction.

4. Evaluate your results. Determine whether system performance improved, and why (or why not). If
performance does not improve, cancel the change or try the change again with some other tuning
control.

5. Go back to step 1 and try again.

Virtual Machine Resource Manager

Dynamic tuning is provided by the Virtual Machine Resource Manager (VMRM). VMRM allows for the
dynamic tuning of groups of virtual machines. See Chapter 17, “VMRM Tuning Parameters,” on page 157
for details.

High Frequency User State Sampling

A component of CP Monitor called the high frequency state sampler routinely samples each virtual
processor to determine whether it is active, and, if it is not active, why it is waiting. CP Monitor
collects these samples several times each minute for each virtual processor. At the regular monitor
sample interval, CP Monitor generates a record for each virtual processor, describing what this state
sampling observed. Performance Toolkit for z/VM processes these records and summarizes them by
virtual machine. The observed distribution of reported states can help guide system tuning decisions.
Some of the key states recorded are the following:

« Running. A virtual processor that is in the running state is actually using a real processor.

= CPU wait. A virtual processor is in this state when the virtual processor is found waiting to run on a
real processor. A high percentage of samples falling into this state indicates a bottleneck in processor
resources.
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« I/0 wait. This state indicates that the virtual processor is waiting for completion of an I/O and thus
is prevented from running. A high percentage of the samples falling into this state indicates that
you should check the effectiveness of minidisk cache, virtual disk in storage, and the I/O hardware
configuration.

- Simulation wait. A virtual processor is prevented from running and enters simulation wait state
when CP is simulating a hardware function such as instructions, interrupts, timer updates, or unique
z/VM functions such as IUCV. A high percentage of the samples falling into this state could indicate
performance problems in connectivity functions, loss of hardware assists, or other simulation-related
bottlenecks.

- Page wait. A virtual processor enters page wait state when the virtual processor references a page
that is not present in either central or extended storage, and therefore must be brought in from DASD.
A high percentage of samples falling into this state indicates the storage and paging subsystem need
evaluation. If important virtual machines are routinely experiencing the page wait state, you might want
to consider reserving pages for these machines.

- Console function wait. Certain functions in CP are serialized by a state called console function mode.
While a virtual machine is in this state, none of its virtual processors are permitted to run. A high
percentage of samples falling into this state could indicate problems in the network, excessive CP
command usage, or master processor contention.

- Test idle. This is the state in which CP places a virtual processor that has just become idle or is waiting
for what is expected to be a short term wait. While in the test idle state, the virtual processor is still in
the dispatch list. This state can last up to approximately 300 milliseconds. If no new work arrives for
the virtual processor during the test idle period, the virtual processor is dropped from the dispatch list
and added to the dormant list. This technique helps avoid much of the overhead of dropping and adding
virtual processors to the dispatch list. There are actually two types of test idle states: one where the
user has an outstanding communication with another virtual machine (SVM wait) and one where there
is not an SVM wait. A large percentage of the samples falling into the test idle state is not necessarily a
problem.

« Dormant. The user is in the dormant list.

« I/0 active. A virtual processor is in the I/O active state if the virtual processor is running or runnable
and there is also an I/O in progress for the virtual machine. For some virtual machines, it is normal for
the state sampler to find a high percentage of samples in I/O active state. For example, guests that
use continuously executing channel programs, such as network-related machines, can often be found
in this state. If the percentage of samples found in this state increases unexpectedly, it might indicate
performance problems in networks or in I/O devices driven by asynchronous techniques.

« Active page wait. This is similar to active I/O wait, except instead of an outstanding asynchronous I/0,
there is an outstanding page fault that the virtual machine was prepared to handle asynchronously.

« Limit list wait. If a useris ready to run, but has exceeded the maximum share setting, the user may be
placed on the limit list for a period of time. During that time, the user is in the limit list wait state.

What Is the Scheduler?

To know what adjustments are most likely to improve the performance of your system, it is important
that you understand the z/VM scheduler. This section provides you with a high level overview. For a more
complete discussion of the scheduler's operation, see Chapter 2, “Characteristics of a z/VM System,” on
page b.

The scheduler is a collection of algorithms that manage the scheduling of virtual machines for real
processor time. It controls three lists: the dispatch list, the eligible list, and the dormant list.

Terminology

The scheduler divides transactions (units of work) into short, medium, and long-running classes. These
classes are called Q1, Q2, and Q3, respectively, when a user is in the dispatch list. The classes are
referred to as E1, E2, and E3 when a user is in the eligible list.
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The dispatch list contains the virtual machines currently contending for processor time. The closer a
virtual machine is to the top of the dispatch list, the more likely it is that the virtual machine will receive
processor time.

The eligible list contains virtual machines waiting to move into the dispatch list. The eligible list is one
physical list separated into four logical lists (or classes), called EOQ, E1, E2, and E3. The EO list contains
virtual machines about to enter the dispatch list without further waiting. (For more information on the EO
class, see “SET QUICKDSP Command” on page 112.) The E1 list contains virtual machines expected to
run short transactions. That is, these virtual machines are expected to require small amounts of service.
The E2 list contains virtual machines expected to run medium-length transactions. The E3 list contains
virtual machines expected to run long transactions.

A virtual machine is first placed in the dormant list. When that virtual machine has work to do, it is moved
into the eligible list. There CP prioritizes the virtual machine for entry into the dispatch list. When in the
dispatch list, a virtual machine is qualified to receive real processor time.

Each transaction enters in the Q1 class and progresses through Q2 and Q3 if its processing so requires.
Transactions complete in Q3 if they haven't completed earlier.

Controlling the Dispatch List

Controlling the number of users in the dispatch list is one of the most important aspects of tuning a
system. The key question is how many users, and which ones, should you allow in the dispatch list at

any given time. The number of users you can have in the dispatch list while still getting the maximum
performance out of your system is based on the resources (number of processors, number of I/O devices,
and so forth) of your system. If you have many resources, you need a large number of users in the
dispatch list to be sure that all resources are being fully used. When there are fewer resources, having too
many users in the dispatch list is often harmful to system performance. For example, if the working sets of
the users in the dispatch list do not fit into the available real storage, thrashing occurs.

The SET commands which control the users in the dispatch list are shown in Table 3 on page 106.

Table 3. CP Commands for Controlling the Dispatch List

CP Command See

SET SRM IABIAS “Tuning the Processor Subsystem” on page 112 and “Tuning the I/O
Subsystem” on page 121

SET SRM DSPBUF “Tuning the Processor Subsystem” on page 112 and “Tuning the I/O
Subsystem” on page 121

SET SRM STORBUF “Tuning the Storage Subsystem” on page 118

SET SRM LDUBUF “Tuning the Paging Subsystem” on page 116

SET SRM DSPSLICE “Tuning the I/O Subsystem” on page 121

SET QUICKDSP “Allocating System Resources” on page 106

Allocating System Resources

Allocating system resources is a preliminary step to tuning your system. It is important for you to know,
for example, how to give user A twice as much use of a processor as user B.

This section describes CP commands (and directory statements) that you can use to allocate system
resources.

Allocating Processors

By default, CP assigns each virtual machine the same share of processor time. CP then allocates
processor time to a virtual machine based on its SHARE setting. For more information on how to affect
SHARE settings, see “SET SHARE Command” on page 107.
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Note that you do not have to change the way CP allocates processor time. If you feel CP's default settings
might work for your installation, leave them the way they are. If problems arise (for example, certain
virtual machines are not getting the processor time you think they should), use the controls described in
the following sections to tune CP's default settings.

SET SHARE Command

The SET SHARE command and the SHARE directory statement allow you to control the percentage of
processor time a user receives. With z/VM, a virtual machine receives its proportion of processor time
according to its SHARE setting. Both the normal share and the maximum share can be set.

« Normal share—The normal share is also known as the target minimum share. CP attempts to provide at
least this amount of processor time to a virtual machine if the virtual machine can use the processor.

« Maximum share—CP attempts to limit a virtual machine from using more than this amount of system
processor resources. The limit types that can be specified for the maximum share are:

— NOLIMIT. A user is not limited. This is the default.
— LIMITHARD. A user does not get more than the maximum share.

— LIMITSOFT. A user does not get more than the maximum share, unless no other user can use the
available processors.

The operands available with SET SHARE for both normal and maximum share are:

« ABSOLUTE—An ABSOLUTE share allocates to a virtual machine an absolute percentage of all available
system processors. For example, if you assign a virtual machine an absolute share of 50%, CP allocates
to that virtual machine approximately 50% of all available processors (regardless of the number of other
virtual machines running).

« RELATIVE—A RELATIVE share allocates to a virtual machine a portion of the total system processors
minus those processors allocated to virtual machines with an ABSOLUTE share. Also, a virtual machine
with a RELATIVE share receives access to system processors that is proportional with respect to other
virtual machines with RELATIVE shares. For example, if a virtual machine (VM1) has a RELATIVE share
of 100, and a second virtual machine (VM2) has a RELATIVE share of 200, VM2 receives twice as much
access to system processors as VM1.

If a virtual machine serves multiple users, its relative share should be set to:
n x a normal single virtual machine share

where n is the number of users normally expected to be contending concurrently for resources in that
virtual machine.

« INITIAL—An INITIAL share means that a virtual machine's access to system processors is reset to that
specified in the virtual machine's directory entry.

Setting SHARES

There are three ways to set a virtual machine's SHARE:

- Accept the default value CP assigns
« Use the SHARE directory statement to specify a value in the virtual machine's directory entry
« Use the SET SHARE command to set a value.

This section tells you how to set shares using the SET SHARE command.

If the SHARE directory statement has not been specified, CP initially assigns each virtual machine a
relative share of 100 for the normal share and nolimit for the maximum share. To reset a virtual machine's
share, use the SET SHARE command. A share remains valid until (a) you reenter the SET SHARE command
or (b) the virtual machine is logged off.

Example 1

To assign a normal relative share of 300 to the virtual machine of user USERZ, enter:
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set share userl relative 300

Example 2

To assign a normal absolute share of 60% to the virtual machine of user USER2, enter:

set share user2 absolute 60%

Example 3

To reset the share of user USER3 to the value specified in USER3's directory entry, enter:

set share user3 initial

Usage Notes

1. In general, you should assign typical users a relative share rather than an absolute share. Absolute
share is more appropriate for guest operating systems. Assigning a relative share to a virtual machine
lets you determine the percentage of processor time a virtual machine gets with respect to other
virtual machines with relative shares. Assigning an absolute share lets you guarantee the availability of
a specific percentage of processor time to a virtual machine.

2. The scheduler reserves at least 1% of available processor time for virtual machines with relative
shares; up to 99% is allowed for absolute virtual machines with absolute shares.

If you assign absolute shares to virtual machines such that the total ABSOLUTE shares exceed

99% of available processor time, the scheduler computes a normalized share value for each virtual
machine. The sum of all normalized shares for logged-on virtual machines is 100%. For an example of
computing normalized shares, see “Calculating a User's Share of Resources” on page 108.

3. Your installation might need to run background virtual machines. A background virtual machine is one
that receives a significant amount of processor time only when more important users are not running.
To set up a virtual machine to run as a background virtual machine, assign it a very small share value
(for example, SHARE RELATIVE 1). Assign more important virtual machines a high value (for example,
SHARE RELATIVE 100). With these settings, the background virtual machines do not interfere with
more important virtual machines. However, when the important virtual machines are not running, the
background virtual machines get full use of processor time.

4. The SET SHARE command only directly affects paging I/0. If your system has a bottleneck with other
I/0, SET SRM DSPBUF (rather than SET SHARE), may possibly ease the problem.

5. For a virtual MP guest, CP distributes the guest's share setting equally over the guest's started virtual
CPUs. Stopped virtual CPUs get no apportionment of the guest's share. When the guest operating
system starts or stops its virtual CPUs, the CP correspondingly redistributes the guest's share so that
the guest's started virtual CPUs, whatever their number, have equal access to the virtual machine's
whole CPU entitlement.

Displaying a User's Share Setting

To display a virtual machine's current share setting, enter:

query share userid
Where userid is the user identification of the virtual machine user.
Calculating a User's Share of Resources
The following examples show how to calculate a user's share of available resources.

Example 1

Assume, for example, that your installation typically has four active users. When you enter the QUERY
SHARE command for each of the four, you find that they have the following shares:
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BUKICH : ABSOLUTE 40%
WADE : RELATIVE 200
AVELLINI: RELATIVE 100
DOUGLASS: RELATIVE 100
« BUKICH has an absolute 40% share and therefore receives approximately 40% of available resources.

« The remaining 60% of shares is split among the three RELATIVE users:

— WADE receives 200/400 (WADE's relative share divided by the total relative shares) of the remaining
60% of available resources.

— AVELLINI and DOUGLASS each receive 100/400 of the remaining 60% of available resources.
Example 2

Assume, for this example, that your installation typically has six active users. When you enter the QUERY
SHARE command for each of the six, you find that the following shares have been assigned:

WALKER : ABSOLUTE 50%
VANLIER : ABSOLUTE 30%

SLOAN : ABSOLUTE 30%
MOTTA : RELATIVE 100
JONES : RELATIVE 100
SMITH : RELATIVE 100

Note that the total percentage of absolute shares is 110%. However, the actual percentage of resources
available is 99%. (One percent is reserved for MOTTA, JONES, and SMITH, the RELATIVE share users.)
Each absolute share virtual machine has its share scaled down by 99/110 (approximately 90%). This
scaled-down share is called a normalized share and refers to the actual percentage of resources that the
user receives.

Therefore:

« WALKER receives a normalized share of 45%.
« VANLIER and SLOAN each receive a normalized share of 27%.
« MOTTA, JONES, and SMITH each receive a normalized share of 1/3%.

Using SET SHARE with Other Tuning Controls

SET RESERVED

A virtual machine that has pages reserved with the SET RESERVED command gets to use at least the
number of central storage frames specified on the command, for as long as storage contention does not
become severe, even when the virtual machine is dormant. Thus, no paging delays are incurred (normally)
when the virtual machine wants to use storage.

Using CPU Pools

You can use CPU pools to limit the amount of CPU resources (in terms of real CP or IFL processors)

that groups of virtual machines are allowed to consume in aggregate. A CPU pool has a name and an
associated CPU resource limit. You can assign one or more virtual machines to a CPU pool and have their
combined maximum CPU consumption limited to the pool's capacity.

Note: CPU pools can be defined only when CONSUMPTION limiting (SET SRM LIMITHARD
CONSUMPTION) is in effect on the system.

DEFINE CPUPOOL Command

Use the DEFINE CPUPOOL command to add a CPU pool to your system configuration. The command
allows you to define the name of the CPU pool, the type of virtual CPU being limited (CP or IFL), and the
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amount and type of the limit being set for the pool. Two types of resource limits can be set for the group
of users in a CPU pool:

« LIMITHARD
« CAPACITY

After a CPU pool has been created, it remains until the next time z/VM is IPLed or you use the DELETE
CPUPOOL command to remove it.

You can use the SET CPUPOOL command to change the CPU limit setting for an already defined CPU pool.

LIMITHARD CPU Limit

The LIMITHARD method limits the CPU pool to a specific percentage of the shared logical CPU resources
(1% to 100% of the specified CPU type). The amount of CPU resources available to the CPU pool will
change whenever the number of online shared processors changes.

The benefit of this type of limit is that CPUs can be varied online or offline based on system demand, and
the amount of CPU resources available to the CPU pool is automatically adjusted. If the last IFL processor
is varied offline or the first IFL processor is varied online, the CPU affinity of an IFL-limiting CPU pool will
change (toggle between CPU affinity on and CPU affinity suppressed) in addition to the CPU limit change.

Attention: CP always assumes that every logical CPU can run to 100% busy, regardless of the
LPAR's entitlement and regardless of the availability of excess power on the CPC. For example, if
the system has five shared logical IFL CPUs, CP assumes that the shared IFL CPU resource has a
total capacity of 500%. If a CPU pool is defined with a LIMITHARD 50% setting for TYPE IFL, the
CPU pool will be allowed to run to 250% busy (that is, consume up to 2.5 CPUs of power). If PR/SM
is limiting the LPAR's five logical IFL CPUs to 280% total capacity, CP will still allow the CPU pool to
run to 250% busy. In that case, CP is really allowing the CPU pool to consume (250/280) = 89% of
the scheduled IFL CPU resource.

CAPACITY CPU Limit

The CAPACITY method limits the CPU pool to an amount of processor power equivalent to a specific
number of real CPUs (0.1 to 999 processors of the specified CPU type), although the number of logical
CPUs of that type in use by the group can exceed the capacity number. As long as this capacity limit is less
than the number of processors of that CPU type on the system, the amount of CPU resources available

to the CPU pool will not change if the number of online processors changes, or if the CPU affinity of an
IFL-limiting CPU pool toggles between the on and suppressed settings. For example, a CPU pool defined
with CAPACITY 0.8 TYPE IFL will retain that limit regardless of the number of IFL processors on the
system. If there are no IFL processors online, this CPU pool will be running with CPU affinity suppressed
and will be limited to 0.8 CP processors.

The only time a system change can affect the resources given to a CPU pool with a CAPACITY limit is if the
CAPACITY value is greater than the number of processors of that CPU type on the system before or after
the system change. For example, assume that the limit for CPU pool LINGRP1 is 3.5 IFL processors but
there are only 2 IFL processors varied online. In this case, the CAPACITY limit is greater than the amount
of shared CPU resources available on the system. Therefore, the CPU pool runs as if there is no CPU limit,
and the LINGRP1 users can use all of the IFL processors available (2.0 CPUs) without surpassing their
limit. If another IFL processor is varied online, this group can now use more IFL resources (up to the
available 3.0 CPUs). If a fourth IFL processor is varied online, this group will be limited to 3.5 IFL CPUs,
and that limit will remain if more IFL processors are added to the system.

SCHEDULE Command

Use the SCHEDULE command to assign a user to an existing CPU pool or to remove a user from the CPU
pool to which the user is currently assigned. Only a logged on or disconnected user can be assigned to a
CPU pool, and a user can be assigned to only one CPU pool at a time. The assignment remains in effect
until another SCHEDULE command is issued for that user or the user logs off.
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Any individual CPU limits on the user as defined by the SET SHARE command remain in effect. If a user
with an individual CPU limit is assigned to a CPU pool, both limits will be checked each time the user’s
CPU usage is evaluated, and the more restrictive limit will be applied.

In an SSI collection, the CPU pool assignment is retained if the user is relocated to another member of the
collection, so a CPU pool with the same name and the same type of CPU being limited must exist on the
destination member.

Displaying Information about CPU Pools

Use the QUERY CPUPOOL command to display information about the CPU pools that are defined on the
system. You can display information about all CPU pools or a specific CPU pool, or display the name of the
CPU pool to which a specific user is assigned.

Example 1

The following example shows the response for the QUERY CPUPOOL ALL command when CPU pools are
defined. Each line under the heading contains the pool definition for a CPU pool, which includes the name
of the pool, the limit set for the pool, the type of CPU that is limited, and the number of users currently
assigned to the pool.

CPU pool Limit Type Members
LINUXP2 8.0 CPUs IFL 0
CPPOOL10 12 % CP 8
LINUXP3 30 % IFL 20
LINUXP1 2.5 CPUs IFL 6

In this example there are four CPU pools. CPU pools LINUXP1 and LINUXP2 have CAPACITY limits for IFL
processors, CPU pool CPPOOL10 has a LIMITHARD limit for CP processors, and CPU pool LINUXP3 has a
LIMITHARD limit for IFL processors.

Example 2

The following example shows the response for the QUERY CPUPOOL POOL LINUXP1 MEMBERS
command. The response displays the pool definition for the LINUXP1 CPU pool and lists the members of
the pool, five per line.

CPU pool Limit Type Members
LINUXP1 2.5 CPUs IFL 6
The following users are members of CPU pool LINUXP1:
D70LIN12  D79LING3 D79ADM D79LIN1®  D79LINO7
D79LINO4A

Example 3

The following example shows the response for the QUERY CPUPOOL USER D79LINO3 command. The
response indicates that user D79LINO3 is currently assigned to CPU pool LINUXP1.

User D79LINO3 is in CPU pool LINUXP1

Setting Up Permanent CPU Pools and Automatic User Assignments

When a z/VM system is shut down, all CPU pools defined on that system are deleted. To reestablish a CPU
pool (if desired) after a system IPL, you must define the CPU pool again and assign users to it.

If you want to define a permanent CPU pool that will be created each time the system is IPLed, add the
DEFINE CPUPOOL command to the AUTOLOG1 profile or add the command to an exec that AUTOLOG1
runs. This will ensure that the CPU pool is created early in the IPL process before user IDs automatically
assigned to the group are logged on.

To automatically assign a user to a CPU pool when the user logs on, use the COMMAND directory
statement to place the SCHEDULE command for the assighment in the user’s directory entry. If no
other SCHEDULE command is issued, the user will remain in that CPU pool until the user logs off. The
SCHEDULE command can be placed anywhere the COMMAND directory statement is allowed, including
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the directory profile for pooled users, where * should be specified for the user ID to put the logging on
user into the CPU pool.

SET QUICKDSP Command

Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list. Therefore the quick dispatch
option is now less meaningful, although it does get the virtual machine a different size elapsed time
slice.

The SET QUICKDSP command and the QUICKDSP operand of the OPTION directory statement allow
you to designate virtual machines that will not wait in the eligible list when they have work to do.
Instead, a virtual machine with a QUICKDSP setting is assigned an eligible list class of EO and is added
to the dispatch list immediately. The types of virtual machines to which you should consider giving the
QUICKDSP designation include:

« Service and other virtual machines with critical response-time requirements

« A production guest that has interactive characteristics

« Virtual machines such as MONWRITE or PERFSVM that collect or interpret performance data
« Virtual machines such as MAINT or OPERATOR, from which you type in tuning commands.

Do not give the QUICKDSP attribute to too many virtual machines, because this can nullify the
effectiveness of the SRM controls such as STORBUF, LOADBUF, and DSPBUF.

Setting a User's QUICKDSP Characteristic

To give a user called SNELL the QUICKDSP characteristic, either code the QUICKDSP operand on the
OPTION directory statement in SNELL's directory or enter the QUICKDSP command as shown here:

set quickdsp snell on
To turn the QUICKDSP characteristic off, enter:

set quickdsp snell off

Displaying a User's QUICKDSP Characteristic
To find out whether a user called MAYNARD has the QUICKDSP attribute, enter:

query quickdsp maynard

Using QUICKDSP with SET RESERVED

In some cases, you should consider using QUICKDSP together with the SET RESERVED command. SET
RESERVED allows a virtual machine to have a specified minimum number of pages resident in real
storage. For more information on the SET RESERVED command, see “Controlling Storage Allocation” on
page 119.

Tuning the Processor Subsystem

The term processor subsystem refers to the resources of the processor (or processors) installed at your
location. Processors are generally the most expensive resources in a system. Therefore, if some area
of your system must be overcommitted, it can be argued this area should be your processors. In other
words, if you must have a system bottleneck somewhere, the best place to have it is in the processor
subsystem.
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However, overused processors can cause performance problems. To decrease the work load on your
processors, you can either install more (or larger) processors or reduce the load. Here are some
guidelines for reducing the load on your processors:

« Try to reduce the amount of CCW translation. Blocking minidisks to 4 KB (the CMS maximum) may be a
solution. Increase the block size where possible.

« Reduce the SHARE settings of the virtual machines you feel are the least crucial. This lessens the
impact of these virtual machines on other users.

» Increase DSPSLICE.

» Use the SET SHARE command to limit those users who consume excessive amount of processor
resource.

This section discusses CP commands you can use to tune the processor subsystem. For more information
on the syntax of each command, see z/VM: CP Commands and Utilities Reference.

Displaying Processor Use

To display the work load on your processors, use the following commands:
« INDICATE LOAD
- INDICATE QUEUES

For a detailed description of these commands and their operands, see z/VM: CP Commands and Utilities
Reference.

Controlling Processor Resources
You can set the interactive bias with SET SRM IABIAS.

CP sets by default a value, called the interactive bias (IABIAS), that determines how CP responds to
interactive transactions.

Note: The term interactive transaction is a relative term. There is no specific value that determines when a
transaction is interactive and when it is not. In general, the shorter a transaction is, the more interactive it
is; the longer a transaction is, the less interactive.

The interactive bias consists of two components:

« An intensity—This determines how quickly CP starts processing work for a virtual machine. The intensity
value specifies the percentage that this virtual machine moves up the dispatch list from its usual
position. CP expresses intensity as a number between 0 and 100 and sets a default of 90. The higher
the intensity, the quicker CP starts processing work for a virtual machine.

« A duration—This determines the number of time slices the intensity value lasts. However, after the initial
time slice, a virtual machine's position in the dispatch list gradually fades to its usual position. The
minor time slice (or dispatch slice) is the time that a virtual machine stays in the dispatch list before the
scheduler repositions that virtual machine.

For example, if you specify SET SRM IABIAS 90 3, the virtual machine is moved up the dispatch list 90
percent from its usual position for the first time slice (see Figure 9 on page 114). For the second time
slice, the virtual machine fades back to a position that is 60 percent higher than normal. For the third
time slice, the virtual machine's position falls to 30 percent above normal. For all ensuing time slices,
the virtual machine returns to its usual dispatch list position.

CP expresses duration as a number between 1 and 100 and assigns a default value of 2.
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INTENSITY =90 DURATION =3
Dispatch List
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L 3
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Figure 9. How the SET SRM IABIAS Command Works

Displaying the Current Interactive Bias
To display the current interactive bias, enter:

query srm iabias
CP responds with a message that says:

TABIAS: INTENSITY=%; DURATION=n

Changing the Current Interactive Bias

To change the interactive bias CP uses, enter:

set srm iabias m n

where:

m
is the new intensity value you assign.

is the new duration value you assign.

Usage Notes

1. The higher the intensity, the faster CP starts processing work for virtual machines. (The higher the
intensity, the less accurate virtual machine scheduler shares become.)
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2. The higher the duration, the longer the intensity value lasts. (The longer the intensity value lasts, the
less accurate virtual machine scheduler shares become.)

3. In general, it is not useful to set the interactive bias intensity below 50 percent. However, finding
an interactive bias that works better than the default value may require a certain amount of
experimenting.

4. You may wish to set the interactive bias duration value as low as 1, because some shorter transactions
(particularly CMS work) can be completed in a single elapsed or dispatch time slice.

Setting the Dispatch Buffer (SET SRM DSPBUF)

Note: CP's virtual processor management has been improved so that no virtual machine stays in the
eligible list more than an instant before being added to the dispatch list. Therefore the DSPBUF option is
now less meaningful.

The SET SRM DSPBUF command lets you control the number of users in the dispatch list. It permits

you to overcommit or undercommit resources of the processors and I/0O devices. (The SET SRM DSPBUF
command is a more general tuning control than, for example, SET SRM STORBUF and SET SRM LDUBUF,
which control specific resources.)

The three parameters of the SET SRM DSPBUF command determine, by transaction class (E1, E2, and
E3), the number of users the system allows in the dispatch list. Recall that users with an eligible list
transaction class of E1 are expected to have short-running transactions. Users with a transaction class of
E2 are expected to have medium-running transactions. Users with an E3 transaction class are expected to
have long-running transactions.

The following is an example of the SET SRM DSPBUF command:
set srm dspbuf 35 30 18

This command specifies that:

« Thirty-five openings in the dispatch list are available to E1, E2, and E3 users. Of these 35 openings, five
are guaranteed to E1 users. This value is determined by subtracting the second value in the command
(30) from the first value (35): 35-30 = 5.

- Thirty openings in the dispatch list are available to E2 and E3 users. Of these 30, 12 are guaranteed not
to be taken by E3 users (30-18 = 12). However, these 12 may be temporarily occupied by E1 users.

- Eighteen openings are available to E3 users, but these openings may be temporarily occupied by E1 and
E2 users.

The default values for DSPBUF are, for practical purposes, infinity. This has the effect of removing DSPBUF
as a control mechanism. These default settings are quite satisfactory for most VM systems.

Using SET SRM DSPBUF—An Example
To illustrate how to use the SET SRM DSPBUF command, consider an installation with:

« A 2064 Model 106 (6-way processor)
« 200 DASD
« 1000 logged-on CMS users.

This installation has a total of 206 resources: six processors and 200 DASDs. In general, each CMS user in
the dispatch list is either using a processor or performing an I/O operation to exactly one DASD device at
any given instant. Thus, a rule of thumb is that each CMS user uses exactly one resource at any time.

If this installation allows exactly 206 users into the dispatch list (one user for each resource), some users
will contend for the same resource. For example, more than one CMS user may require access to the same
DASD. If four users need the same DASD, three of them will spend some time waiting for this resource.
This means that other resources will not be used and the system will not be fully used. Therefore, it

is recommended that you allow more users into the dispatch list than the number of available system
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resources would indicate. As a starting point for determining the number of users you allow in the
dispatch list:

1. Count your total system resources (processors plus DASDs).
2. Add 50 percent.
3. Allocate fractions of your total to each transaction class by using the SET SRM DSPBUF command.

For this hypothetical installation:

« The total number of system resources is 206.
- Adding 50 percent brings this to 309.
« The trial command setting would then be: SET SRM DSPBUF 309 278 247.

Note that you should be counting the number of effective system resources (resources that are actually
used) rather than just counting all your hardware. In the previous example, all 200 DASDs are counted
toward the total number of system resources. However, some DASDs may actually be used much less
than others. For example, most of the work may be concentrated on 120 of the 200 DASDs. If this is the
case, only 120 of the 200 DASDs are effective system resources.

Setting Upper Limits on the Real Storage Users Occupy (SET SRM MAXWSS)

In a heavily used interactive system, some work may be impractical to run because the working set is
too large. For example, if a large virtual machine has a working set that would fill 100% of real storage,
that virtual machine cannot be run without causing unacceptable interference with the interactive load.
Even a virtual machine with a working set that fills 90%, or 75%, or 50% of storage almost certainly
cannot be run on a system that needs most of real storage to support its interactive work load. In these
cases, you should weigh the value of your system's interactive work against the value of running large
virtual machines. You should also determine the largest percentage of real storage that you can give to a
large virtual machine. By specifying this percentage on the SET SRM MAXWSS command, you instruct the
system not to let any virtual machine (except virtual machines that have large absolute shares) occupy
more than this percentage of storage.

If your system already has a consistent eligible list, specifying a percentage using the SET SRM MAXWSS
command is probably all you need to do to prevent virtual machines from occupying more than the
desired amount of real storage. The existence of an eligible list is needed for SET SRM MAXWSS to
prevent virtual machines from growing beyond the desired maximum. When a virtual machine exceeds
its MAXWSS, the scheduler drops it from the dispatch list. Some time later, when it gets back into the
dispatch list, it will have lost its pages and will have to load them again. If it once again grows beyond

the size specified by MAXWSS, it is quickly dropped again. In this way, large virtual machines are kept out
of the dispatch list most of the time. Yet, from time to time, they get another chance to run. Thus, the
scheduler can determine whether they are still large. Also, if the interactive work load lessens to the point
where the eligible list disappears, the large virtual machines get to run. This is because their delay in the
eligible list falls to zero and they will spend all their time in the dispatch list.

Tuning the Paging Subsystem

Paging is often the most influential component of overall response time. In general, a transaction uses a
predictable amount of processor time and I/0 time, regardless of the amount of system activity. But what
can vary greatly is the number of paging operations during that transaction. As the system load increases,
page occupancy decreases and the number of page faults increases. This causes an increase in response
time.

For guidance on the use of HyperPAV aliases and transport-mode channel programs by the Paging
Subsystem, see "HyperPAV Paging Support" on the z/VM performance website at IBM: VM Performance
Resources (https://www.ibm.com/vm/perf/).

For guidance on AGELIST tuning, see "Configuring Processor Storage" on the z/VM performance website
at IBM: VM Performance Resources (https://www.ibm.com/vm/perf/).
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To determine whether your paging subsystem needs tuning, check the paging with the INDICATE LOAD
and INDICATE PAGING commands (discussed later in this section). If many users are in page wait, the
rate can be low because of configuration inadequacies. If the paging rate is low and few users are in

a page wait, you do not have a paging problem. If the paging rate is high, you may need to determine
whether your installation has enough paging devices. To attempt to overcome a high paging rate, you
should consider:

Adding real storage
- Defining more of your existing DASD as paging devices
Using the SET SRM STORBUF command to control storage contention

Using the SET SRM LDUBUF command to minimize queueing time in the paging device queues.

You should define system paging space on devices that are not heavily used for other purposes; do
not define paging space on the same device as nonpaging space. Recommendations for setting up your
paging configuration are found in z/VM: CP Planning and Administration.

This section discusses CP commands you can use to tune the paging subsystem. For more information on
the syntax of each command, see z/VM: CP Commands and Utilities Reference.

Displaying Paging Information

INDICATE LOAD
Use the INDICATE LOAD command to display the operating load (including paging activity) on your
system.

INDICATE PAGING
Use the INDICATE PAGING command to display a list of virtual machines in page wait or to display
page residency data for all users of the system.

QUERY ALLOC
Use the QUERY ALLOC command with the PAGE keyword to display the number of pages that are
allocated, in use, and available for paging.

Controlling Paging Resources
You can set the loading user buffer with SET SRM LDUBUF.

The SET SRM LDUBUF command partitions the commitment of the system's paging resources. LDUBUF
stands for loading user buffer. A loading user is expected to be a heavy user of the system paging
resources. Specifically, a loading user is defined as a virtual machine that is expected to have a high
paging rate—one that will need to load its working set—while in the dispatch list.

To determine which users are loading users at a given time, enter the INDICATE QUEUES EXP command.

The percentages specified on the SET SRM LDUBUF command determine, by transaction class (E1, E2, or
E3), the number of loading users the system allows in the dispatch list. The system allows only a certain
number of loading users from each class into the dispatch list at any one time. That number is determined
as the system applies the percentages specified with the SET SRM LDUBUF command to the maximum
number of loading users the system can handle.

To do this, the system considers the number of paging exposures needed for users in the dispatch list.

A paging exposure is a logical, addressable paging device. The SET SRM LDUBUF command controls

the number of users in the dispatch list so that the system paging devices are kept busy without being
overloaded (reducing the total time spent queued on the paging devices and the load on the storage
subsystem). It is generally a good idea to overcommit rather heavily on the SET SRM LDUBUF command.
The exact settings are generally not too critical.

The following is an example of the SET SRM LDUBUF command:

set srm ldubuf 300 200 100
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This command specifies that:

- Three hundred percent of system paging resources is available to E1, E2, and E3 users. Specifically,
the scheduler examines 300 percent of system paging resources when deciding whether an E1, E2, or
E3 user can enter the dispatch list. If the total paging exposures being used by virtual machines in the
dispatch list, plus the paging exposures being used by the virtual machine that is a candidate for being
added to the dispatch list, do not exceed 300 percent of all paging exposures, this user is added to the
dispatch list.

For example, suppose that an installation has 20 addressable paging devices, 15 of which are allocated
to users currently in the dispatch list. Also, suppose that for a virtual machine that is a candidate to
enter the dispatch list, the scheduler determines that the virtual machine needs a paging device. This
virtual machine can enter the dispatch list, because the number of paging devices it needs (one)—along
with the number of paging devices that virtual machines already in the dispatch list need (15)—does not
exceed 300 percent (60) of the total number of paging devices in th